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ABSTRACT
Legal question answering based on case documents is a pivotal legal
AI application and helps extract key elements from the legal case
documents to promote downstream tasks. Intuitively, the form of
this task is similar to legal machine reading comprehension. How-
ever, in existing legal machine reading comprehension datasets,
the background information is much shorter than the legal case
documents, and the questions are not designed from the perspec-
tive of legal knowledge. In this paper, we present LeDQA1, the first
Chinese legal case document-based question answering dataset to
our best knowledge. Specifically, we build a comprehensive ques-
tion schema (including 48 element-based questions) for the Chinese
civil law by legal professionals. And considering the cost of hu-
man annotations are too expensive, we use one of the SOTA LLMs
(i.e., GPT-4) to annotate the relevant sentences to these questions
in each case document. The constructed dataset originates from
Chinese civil cases and contains 100 case documents, 4,800 case-
question pairs and 132,048 sentence-level relevance annotations.
We implement several text matching algorithms for relevant sen-
tence selection and various Large Language Models(LLMs) for legal
question answering on LeDQA. The experimental results indicate
that incorporating relevant sentences can benefit the performance
of question answering models, but further efforts are still required
to address the remaining challenges such as retrieving irrelevant
sentences and incorrect reasoning between retrieved sentences.

CCS CONCEPTS
• Applied computing → Law.

1https://github.com/BulouLiu/LeDQA
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1 INTRODUCTION
Legal disputes are an inevitable part of everyday life, with many in-
dividuals finding themselves entangled in issues related to marriage,
debts, or employment [8, 21]. However, most people have little to no
knowledge about their rights and fundamental legal processes [2].
The rapid progress in natural language processing and the growing
availability of digitized legal data present unprecedented opportuni-
ties to bridge the gap between people and the law [14, 16, 17, 19, 25].
Especially recently, revolutionary Large Language Models (LLMs)
techniques have shown strong zero-shot and few-shot generaliza-
tion ability in many natural language processing tasks. However,
to further improve their legal question answering performances, it
is necessary to incorporate legal knowledge into the LLMs because
they are usually built with open-domain data and do not possess
enough legal knowledge [13].

Legal case documents are official records which present argu-
ments, evidence, and decisions in court cases. They are primary
legal materials in various law systems along with statutes [10]. And
they also serve as legal knowledge to enhance downstream legal
applications [18]. Therefore, it is promising to improve the legal
question answering systems based on legal case documents. Fur-
thermore, legal question answering based on legal case documents
can help extract key elements from the legal cases to promote down-
stream tasks [27]. So we propose the legal case document-based
question answering task: generating accurate answers given a le-
gal case document and corresponding questions. Intuitively, the
form of this task is similar to legal machine reading comprehen-
sion. However, on the one hand, the background information is
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Table 1: An example in LeDQA: a legal case document, a question and the corresponding answer and relevant sentences.

Legal Case Document: ...Appeal Request by Lu Xiudi and Chen Chen: To revoke the original judgment and reject Zou Guoqing’s claim for
the appellant to repay a loan of 1.4 million yuan and corresponding interest. Facts and Reasons: On the day Zou Guoqing handed over the
loan principal of 1.5 million yuan, the appellants immediately paid interest of 177,000 yuan, risk control fees of 118,000 yuan, intermediary
service fees of 90,000 yuan, and paid 20,000 yuan to a third party and 57,000 yuan to Zou Guoqing’s representative. Later, the appellants
sold a house and had 100,000 yuan earnest money taken away, indicating the nature of a loan trap, which should not be protected by law ...
On the same day, Zou Guoqing transferred 1,500,000 yuan to Lu Xiudi. ... Zou Guoqing claimed that Lu Xiudi and Chen Chen had
returned 100,000 yuan of the principal on May 29, 2018, but had not paid any interest thereafter, and he did not acknowledge having engaged
an outsider named Shi Lei. The first-instance court held that the evidence provided by Zou Guoqing was sufficient to prove the
existence of a loan agreement between the parties and that the loan had been actually delivered...

Question: Was the loan delivered? Answer: Yes.

Relevant sentence 1: On the same day, Zou Guoqing transferred 1,500,000 yuan to Lu Xiudi.
Relevant sentence 2: The first-instance court held that the evidence provided by Zou Guoqing was sufficient to prove the existence of a
loan agreement between the parties and that the loan had been actually delivered.

much shorter (mostly 200-500 words) than the legal case documents
(mostly 2000-3000 words) in existing legal machine reading compre-
hension datasets [7]. On the other hand, most of the questions in
existing datasets are too general for legal applications, such as the
defendant name and the incident location, which are not designed
from the perspective of legal knowledge.

To overcome these problems, we present LeDQA, the first Chi-
nese Legal case Document-based Question Answering dataset to
our best knowledge. Specifically, we focus on private lending cases,
as they are the most complex and voluminous among all civil cases.
And we employ a legal expert team to design a comprehensive ques-
tion schema which includes 10 categories with 48 legal element-
based questions. These questions are designed from the legal per-
spective and have a higher practical legal applicability. And we
collect 100 representative private lending case documents as back-
ground information from the legal cases published by the Supreme
People’s Court of China. The average number of words in these
legal case documents are 2440, ensuring a certain level of difficulty
for the task. And considering the cost of human annotations are too
expensive, we use one of the SOTA LLMs (i.e., GPT-4) to annotate
the relevant sentences to these questions in each case document.
Totally, the LeDQA dataset contains 100 case documents, 4,800
case-question-answer triplets and 132,048 sentence-level relevance
annotations.

We implement several text matching algorithms for relevant
sentence selection, and legal pre-training machine reading compre-
hension models and various LLMs for legal question answering on
LeDQA. The experimental results show that incorporating relevant
sentences can benefit the performance of question answering mod-
els. Error analysis shows that there are remaining challenges such
as retrieving irrelevant sentences and incorrect reasoning between
retrieved sentences.

2 RELATEDWORK
Addressing legal questions has long posed intricate challenges
within the legal NLP community, stemming from the inherent com-
plexities of legal texts [4, 12, 14–16, 19, 25]. [11] introduced a dataset
for statutory reasoning in tax law and [29] presented a multi-choice

question answering dataset designed to assess professional legal ex-
pertise. Recently, researchers focused on utilizing legal knowledge
to enhance the question answering models. [7] crafted a judicial
reading comprehension dataset in the Chinese language and [3, 18]
offered a corpus featuring question-answer pairs as well as a pool
of law articles in Chinese and French, respectively. Compared to
these works, LeDQA utilizes the legal case documents as back-
ground information and design a question schema from the legal
perspective.

3 DATASET CONSTRUCTION
In this section, we introduce our dataset construction methods. Our
goal is to build a legal case document-based question answering
dataset with sentence-level relevance annotation. Therefore, our
task is to define a question schema, select the legal case documents
and annotate the relevant sentences and answers to the questions.
In this paper, we focus on private lending cases, as they are the
most complex and voluminous among all civil cases. An example
of our dataset is shown in Table 1.

3.1 Question Schema Construction
To comprehensively construct the legal question schema that de-
scribes private lending cases, we employed a legal expert team
including 5 legal professionals such as judges and prosecutors. First,
they read the law articles and regulations related to private lend-
ing and list the key legal elements they consider important. They
then engaged in group discussions, merged their collections of
legal elements, and added or removed some items. They divided
these elements into 10 categories: guarantee situations; loan dis-
bursement and repayment; collateral or security; loan contracts
and evidence; contract validity; marital and economic relationships;
funding sources and legal fees; litigation procedures and disputes;
joint debt and shared usage; and company borrowing and identity
confusion. And they rephrased each element into a question. Details
can be found in our github link.
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3.2 Legal Case Document Selection
To select representative legal case documents as background infor-
mation for question answering, we first screened 462 authoritative
cases from 7000 private lending cases. They have been examined
by the Supreme People’s Court of China and considered to be of
reference and demonstrative value for similar cases. And to com-
prehensively cover the various categories of the question schema
in Section 3.1, the legal expert team read the 462 authoritative cases
and selected the most important element for each case. Then they
classified the authoritative cases into 10 categories in the question
schema based on the selected most important elements. Finally,
we selected 100 legal case documents by randomly choosing 10
authoritative cases in each category.

3.3 Relevant Sentence and Answer Annotation
To evaluate the legal question answering models, we need to as-
sign answers for all the document-question pairs. Here, all answers
are selected from "yes/no/unknown," indicating whether the cor-
responding legal element exists in/does not exist in/cannot be de-
termined to exist in the legal case document. Additionally, due to
the length of legal documents, retrieving sentences related to the
questions in the document intuitively can optimize the performance
of the legal question answering model. Therefore, for each question,
we need to assign relevance labels (1:relevant, 0:irrelevant) for all
the sentences in the case documents. Considering the cost of human
annotations are too expensive, we use one of the SOTA LLMs (i.e.,
GPT-4) to annotate the relevant sentences to these questions in each
case document. And to ensure the annotation quality, we recruited
another three PhD students majoring in Chinese civil law as anno-
tators to assign answers for one of the document-question pairs.
The Fleiss’s 𝜅 scores of answer annotations and relevant sentence
annotations were 0.853 and 0.827, respectively, indicating almost
perfect agreement [9]. If there were disagreements, we took the re-
sult of the majority vote. And for the answers, if all three annotated
scores are inconsistent, they engaged in group discussions to make
the final decision. Based on the human anntations, the F1 scores
of GPT-4 answer and relevance annotations are 0.923 and 0.891,
respectively, indicating that GPT-4 can serve as a good annotator.
Table 2 shows the statistics of our LeDQA dataset. We can find that
the background information in LeDQA (i.e., legal case documents)
is much longer than that of existing legal machine reading compre-
hension datasets (usually not exceeding 500 words such as average
441 words in CJRC) [3, 7]. And each question is only relevant to few
sentences in the legal documents. This indicates that the tasks in
LeDQA are more challenging compared to previous tasks because
they contain more noisy information.

4 EXPERIMENTS
4.1 Relevant Sentence Retrieval
It is important to retrieve relevant sentences for legal case document-
based question answering because it can exclude the noisy infor-
mation. Therefore, we first evaluate the several baseline models
for relevant sentence retrieval following a 5-fold cross-validation
(i.e., 80 training documents and 20 testing documents each time).

Table 2: The statistics of the LeDQA dataset.

Statistic Number

Total legal case documents 100
Total document-question pairs 4,800
Avg. sentences in each document 27.51
Avg. relevant sentences for questions 3.963
Avg. words in each document 2,440
Avg. words in relevant sentences for questions 210.0
"Yes/No/Unknown" ratio in the answers 28%/42%/30%

Table 3: Evaluation of the relevant sentence retrieval task.

Methods R@3 R@5 MRR

BM25 0.2407 0.3787 0.3822
LMIR 0.1376 0.2463 0.2575
TF-IDF 0.2511 0.3829 0.4091
Chinese-Bert-WWT 0.1681 0.2817 0.3213
Chinese-Roberta-WWT 0.1862 0.3110 0.3577

Specifically, as for bag-of-words IR methods, we select three rep-
resentative models BM25 [23], LMIR [22] and TF-IDF [24]. And
we also utilize some pre-trained dense retrieval models including
Chinese-BERT-WWM and Chinese-RoBERTa-WWM [6]. The two
models are trained with Whole Word Mask (WWM) in Chinese.
They generate the representations of the question and the candidate
sentence, respectively and use the cosine similarity scores as the
relevance scores.

It is essential that the retriever returns as many relevant sen-
tences as possible within the first top-k results, which implies a
primary interest in recall at small cutoffs (R@3/5). Additionally,
we report the mean reciprocal rank (MRR) which offers valuable
insights into the position of the first relevant result. The results
are shown in Table 3. We can find that most bag-of-words models
perform better than pre-training models and the TF-IDF model
achieves the best performance, indicating that they can better find
the important words in the questions. However, the top-5 sentences
returned by TF-IDF only cover 40% of the relevant sentences. This
demonstrates that the current retriever is not sufficient to accu-
rately extract content relevant to specific legal questions from case
documents.

4.2 Legal Case Document-based QA
We evaluate several baseline models on the legal case document-
based question answering task. Specifically, we feed the background
information and the question into LLMs to generate the answers.
We evaluate five LLMs on this task totally, including three Chi-
nese widely-adopted LLMs (i.e.,Baichuan2-13B-Chat [26], Qwen-
7B-Chat [1] and ChatGLM3-6B [28]), one Chinese legal-specific
LLMs (i.e., ChatLaw [5]) and one of the most widely used LLMs (i.e.,
GPT3.5-turbo [20]). And we set four variations of the baseline mod-
els by using different content as background information. "Direct"
utilizes the whole legal case document as background information
for the inputs of baseline models. "CoT" (i.e., Chain-of-Thought)
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Table 4: Evaluation of the legal case document-based question answering task ("yes" vs. "no and unknown").

Method Baichuan2-13B-Chat ChatGLM3-6B Qwen-7B-Chat ChatLaw GPT3.5-turbo
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Direct 0.6763 0.5203 0.4390 0.4369 0.7381 0.2451 0.6923 0.1203 0.6960 0.5250
CoT 0.7242 0.5281 0.6206 0.2989 0.7283 0.5034 0.4394 0.3146 0.7000 0.4752
Retrieve 0.7369 0.5543 0.6083 0.3821 0.7623 0.5605 0.5600 0.4015 0.6785 0.4764
Oracle 0.7213 0.5784 0.6240 0.3460 0.7404 0.5609 0.5129 0.3592 0.6642 0.4983

Table 5: Evaluation of the legal case document-based question answering task ("yes" vs. "no" vs. "unknown").

Method Baichuan2-13B-Chat ChatGLM3-6B Qwen-7B-Chat ChatLaw GPT3.5-turbo
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Direct 0.4431 0.4139 0.3313 0.2799 0.3529 0.3272 0.2927 0.1497 0.4604 0.4263
CoT 0.4535 0.4567 0.3840 0.3134 0.4273 0.4302 0.2488 0.2082 0.4315 0.4360
Retrieve 0.4627 0.4648 0.4115 0.3413 0.4485 0.4598 0.2781 0.2207 0.4352 0.4247
Oracle 0.4792 0.4777 0.4106 0.3323 0.4554 0.4644 0.2919 0.2487 0.4358 0.4316

designs the prompt tomake LLMs select relevant sentences by them-
selves and then generate the answers. "Retrieve" utilizes the top-5
retrieved sentences from the best baseline retrieval model TF-IDF
in Section 4.1 and "Oracle" utilizes the human-annotated relevant
sentences. The details of these prompts can be found in the github
link. Additionally, apart from treating this problem as a three-class
problem, we are more concerned whether the model can accurately
identify "yes". Therefore, we consider "no" and "unknown" as one
category, and evaluate the performance of the binary classification.

We select accuracy and Macro-F1 as the evaluation metrics. The
results of the binary-class problem (i.e., "yes" vs. "no and unknown")
and the three-class problem (i.e., "yes" vs. "no" vs. "unknown") are
shown in Table 4 and Table 5, respectively. We can make the follow-
ing observations. As for the three Chinese general LLMs, (1) Both
"CoT" and "Retrieve" can improve the performances compared to
using the whole documents. This shows that selecting relevant sen-
tences from the case documents can exclude the noisy information.
And "Retrieve" performs better than "CoT", indicating that LLMs
themselves cannot directly extract relevant sentences accurately
from legal documents. (2) "Oracle" achieves the best performances
among the four variations, demonstrating that the question an-
swering performances can be further improved by designing more
accurate relevant sentence retrieval models. In addition, we can
find that the performances of the legal LLM ChatLaw are the worst,
indicating that ChatLaw can only solve the specific legal tasks and
can not generalize to others. Finally, we find that the differences
between the four variations of GPT3.5-turbo are not significant.
This shows that GPT3.5-turbo can solve the long texts well and
find the relevant parts in the legal documents without external
retrievers.

4.3 Error Analysis
Then we conducted error analysis and identified the challenges on
the LeDQA dataset. We find that the questions with "unknown" as
the correct answer are the most challenging. Then we recruited a

PhD student majoring in law to check 100 wrong cases by GPT-
4(retrieve). She found that the most common errors are, as men-
tioned before, retrieved sentences that are not relevant to the ques-
tion, posing a challenge for the future work. Another common error
is that the model fails to make the correct inference based on the
relevant sentences. For example, there are two relevant sentences
for the question "Was the loan delivered?" : "A provided the transfer
records for the loan delivery." and "Upon review, it was found that
the transfer records provided by A were forged." The correct answer
is "No" but sometimes the model generates the answer "Yes" because
it only considers the first sentence instead of inferring between
the two sentences, posing another challenge. Further research is
needed to explore how to tackle these two challenges on LeDQA.

5 CONCLUSION
In this paper, we present the first Chinese legal case document-
based question answering dataset LeDQA. Specifically, we build
a comprehensive Chinese civil legal question schema, collect rep-
resentative case documents and annotate the relevant sentences
and corresponding answers to these questions in each case docu-
ment. We find that incorporating relevant sentences can benefit
the question answering models by implementing text matching
algorithms for relevant sentence selection and various LLMs for
question answering. We will design the models to tackle the re-
maining challenges: retrieving irrelevant sentences and incorrect
reasoning in the future. In addition, we will apply the LeDQA-based
element extraction models to promote downstream legal AI appli-
cations, like legal case retrieval and legal judgement prediction,
which can further show the usefulness of the question schema in
the LeDQA dataset.
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