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Abstract

Page quality estimation is one of the greatestlehgés for Web search engines. Hyperlink
analysis algorithms such as PageRank and TrustRaekusually adopted for this task.
However, low quality, unreliable and even spam datéhe Web hyperlink graph makes it
increasingly difficult to estimate page qualityesffively. Analyzing large-scale user browsing
behavior logs, we found that a more reliable Wediphrcan be constructed by incorporating
browsing behavior information. The experimental utess show that hyperlink graphs
constructed with the proposed methods are muchlemial size than the original graph. In
addition, algorithms based on the proposed “sunivitty prior knowledge” model obtain better
estimation results with these graphs for both highlity page and spam page identification
tasks. Hyperlink graphs constructed with the pregasethods evaluate Web page quality more

precisely and with less computational effort.

HIGHLIGHTS

1. With user browsing behavior information, it izsgible to improve the performance of quality
estimation results for commercial search engines.

2. Three different kinds of Web graphs were prodoshich combines original hyperlink and
user browsing behavior information.

3. Differences between the constructed graphs hedotiginal Web graph show that the
constructed graphs provide more reliable inforrmadnd can be adopted for practical quality
estimation tasks.

4. The incorporation of user browsing informatismiore important than the selection of link
analysis algorithms for the task of quality estiioat
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1. Introduction

The explosive growth of data on the Web makes médion management and retrieval
increasingly difficult. For contemporary search ieeg, estimating page quality plays an
important role in crawling, indexing and rankingppesses. For this reason, the estimation of
Web page quality is considered as one of the ggeakallenges for Web search engines [15].
Currently, the estimation of page quality mainliie® on an analysis of the hyperlink structure
of the Web. The success of PageRank [25] and dtineerlink analysis algorithms such as
HITS (Hyperlink-Induced Topic Search) [19] and TRank [11] shows that it is possible to
estimate Web page quality query independently. & igperlink analysis algorithms are based
on two basic assumptions [8]: First, if two pages @nnected by a hyperlink, the page linked
is recommended by the page that links to it (recemufation). Second, the two pages share a
similar topic (locality). Hyperlink analysis algthins adopted by both commercial search
engines (such as [5, 12, 21, 25]) and researckach (@s [11, 13, 14, 19, 20]) all rely on these
two assumptions. However, these two assumptions suistleties in the structure of the actual
Web graph. The assumptions and the consequenithfgsrthus face challenges in the current
Web environment.

For example, Table 1 shows several top Web sitekethby PageRank on a Chinese Web
corpug of over 130 million pages. To determine whethes ®ageRank score accurately
represents the popularity of a Web site, we alsihegad traffic rankings as measured by

Alexa.com.

2 The Corpus is called SogouT corpus. It contains f8lion Chinese Web pages and was
constructed in July 2008. Web site: http://www.segom/labs/dl/t.html




Table 1. Top-ranked Web sitesby PageRank in a Chinese Web hyperlink graph

Web Site Ranked by PageRank Ranked by_AIe>fa.con_13 traffic
rankingsin China
www.hd315.gov.cn 2 1,655
www.qg.com 3 2
www.baidu.com 6 1
www.miibeian.gov.cn 7 179
WWw.Ssina.com.cn 9 3

The data in Table 1 show that several of the topAED sites as ranked by PageRank also
received a large number of user visits. For examplew.baidu.com, www.qg.com and
www.sina.com.cn are also the three most frequerilijed Web sites in China according to
Alexa.com (their traffic rankings are shown in Tallin italics). In contrast, several top-ranked
sites received a relatively small number of usesitsj such as www.hd315.gov.cn and
www.miibeian.gov.cn. According to [25], pages witigh PageRank values are either well cited
from many places around the Web or pointed to bgmohigh PageRank pages. In either case,
the pages with the highest PageRank values sheufteuently visited by Web users because
PageRank can be regarded as “the probability thahdom surfer visits a page”. Traffic is also
considered as one of the possible applicationsageRank algorithm in [25]. However, these
top-ranked sites do not receive as many user vastgheir PageRank rankings indicate.
Although authority does not necessarily mean higffit on the Web, we believe that either the
MiIl site or the www.hd315.gov.cn site should notreked so high in quality estimation results
because there are many other government agenciieh \&he also authoritative but ranked
much lower than these two sites.

In order to find out why the MII site and the www315.gov.cn are ranked so high according to

PageRank score, we examine the hyperlink struatdiréhese sites. Figure 1 shows how

3 http://www.alexa.com/topsites/countries/CN




www.baidu.com (the most popular Chinese searchneidjinks to www.miibeian.gov.cn (home
page of the Ministry of Industry and Informationcheology of China). As shown in the red
box, the hyperlink is located at the bottom of gage, and the anchor text contains the Web
site’s registration information. Each Web site imil@a should register to the Ministry of
Industry and Information Technology (MIl), and sitevners are requested to put the
registration information on each page. Therefolmpat all Web sites in China link to the MilI
Web site, and the PageRank score of www.miibeiancgois very high because of the huge
number of in-links. The Web site www.hd315.gov.enhighly ranked by PageRank for a
similar reason; each commercial site in Chinadgired to put registration information on their

pages, and the registration information contaihgperlink to www.hd315.gov.cn.
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Figure 1. A samplesite (http://www.baidu.com) which linksto www.miibeian.gov.cn, the
sitein the sample cor puswith the 7" highest PageRank score.

From this example we can see that quality estimatésults given by PageRank on practical
Web environment may not be so reasonable. Web sitels as the MIl site are ranked quite
high because many Web pages link to them. Howevany of these hyperlinks are created due

to legal, commercialized or even spamming reasdgperlinks on Web graph should not be



treated as equally important as PageRank suppnd@$. iPractical Web users do not act like
the “random surfer”; instead, they only click hylpgts interesting to them. Therefore, Web
sites that are connected by hyperlinks that Welssuse not interested in clicking usually get
high PageRank score which they do not deserve.

This example shows that hyperlink analysis algarghare not always successful in the real
Web environment because of the existence of hypexlthat users seldom click. Removing
these hyperlinks from Web graph is an importanp gteconstructing a more reliable graph on
which link analysis algorithms can be performed enefifectively.

To reduce noises in the Web graph, we analyze ritdtdon on users’ browsing behaviors
collected by search engine toolbars or browser -plugoftware. Information on browsing
behavior can reveal which pages or hyperlinks guiently visited by users and which are not,
allowing construction of a more reliable Web grabbr example, although many pages link to
the MIl homepage, few people click on these linksduse site registration information is not
interesting to most Web users. These hyperlinks beasegarded as “meaningless” or “invalid”
because they are not involved in users’ Web surfingess. If we construct a new Web graph
without these links, the representation of usersising behavior will not be affected, but the
PageRank score calculated by the new graph wilimoee accurate because most of the
hyperlinks connecting to the MIl homepage are reedov

The number of users visiting a site can be regaadddhplicit feedback about the importance of
both hyperlinks and pages in the Web graph. Howesmrstructing a more reliable graph with
this kind of information remains a challenging desh. Retaining only the nodes and vertexes

that have been visited at least once is one patention. Several researchers, such astal.



[23], have constructed such a graph, called a ‘bsawsing graph’, and have used it to gain
better estimates of page quality than with theioalgWeb graph However, with user browsing
information, there are other options in construg@nWeb graph other than the user browsing
graph. The contributions of our work include:

® \With user browsing information, a new Web surfimgdel is constructed other than the
“random surfer model” adopted by previous researcueh as PageRank. This “surf with prior
knowledge model” incorporates both user behavitormation and hyperlink information and
is a better simulation of Web users’ surfing preess

® Two quality estimation algorithms (userPageRankd arserTrustRank) are proposed
according to the new “surf with prior knowledge retid These algorithms take user preference
of hyperlinks into consideration and they can bégmmed on the user browsing graph.

® Two different kinds of Web graph construction altfons are proposed besides user
browsing graph to combine both browsing and hypkritructure information. Characteristics
and evolution of these graphs are studied and cadpaith the original Web graph.

The remainder of the paper is organized as foll&estion 2 gives a review of related work on
page quality estimation and user browsing behaaiatysis. Section 3 introduces the “surf with
prior knowledge model” and the quality estimatidgoaithms based on it. Section 4 presents
algorithms for constructing Web graphs based oh beer browsing and hyperlink information.
Section 5 describes the structure and evolutiadheiVeb graphs constructed with the proposed
algorithms. The experimental results of applyinfifedént algorithms to estimate page quality

on different graphs are reported in Section 6. Gmens and future work are provided in

* Original Web graph is the Web graph constructeth wiiages and hyperlinks collected from the real Web

environment without removing noises.



Section 7.

2. Related Work

2.1 Page Quality Estimation

Most previous work on page quality estimation fasuien exploiting the hyperlink graph of the
Web and builds a model based on that graph. Shesuccess of PageRalBkror! Reference

sour ce not found. in the late 1990s, extensive research has attenptenprove the efficiency
and effectiveness of the original algorithm [12, 13l]. However, the basic idea has not
changed: a Web page’s quality is evaluated by esimg the probability of a Web surfer’s
visiting the page using a random walk model. Th&$halgorithm evaluates Web page quality
using two different metrics, the hub score and aiifyr score. Experimental results based on
both IBM CLEVER search system evaluatiérror! Reference source not found. and human
experts’ annotations [1] have demonstrated thetfkness of HITS.

In addition to methods to evaluate the quality oébBApages, researchers have proposed link
analysis algorithms to identify spam pages. Spamgepare created with the intention of
misleading search engines. Gyongyil. [11] developed the TrustRank algorithm to separate
reputable pages from spam. This work was followgdother methods based on the link
structure of spam pages, such as Anti-Trust RaGkdad Truncated PageRank [2] algorithms.
TrustRank is an effective link analysis algorithmattassigns a trust score to Web pages. Pages
with low trust scores tend to be spam pages, agéspwith high trust scores tend to be high
guality pages.

These link analysis algorithms have become popatatl important tools in search engines’
ranking mechanisms. However, the Web graph on whiglse algorithms are based is not

particularly reliable because hyperlinks can belyaslded or deleted by page authors or even



by Web users (via Web 2.0 services). Thereforeshmsvn in Table 1, noise in Web graphs
makes it difficult for these algorithms to evaluptaye quality effectively.

Several methods have been proposed to counteractmémipulation of Web structure.
Algorithms such as DiffusionRank [28] and AIR (Affiy Index Ranking) [18] were designed
to fix the flaws of PageRank and TrustRank. DiffuRank is motivated by the phenomenon of
heat diffusion, which is analogous to the dissigpatf energy via out-links. AIR scores for Web
pages are obtained by using an equivalent elect@rduit model. Similar to TrustRank, both
algorithms require the construction of a “high dnyabeed set”. Experimental results have
shown that DiffusionRank and AIR perform betterntigageRank and TrustRank in removing
spam both on toy graphs and in real Web graphs.eiery aside from hyperlinks generated for
Web structure manipulation and spam, most Web pegetin meaningless and low quality
hyperlinks such as copyright links, advertisemaniktd, and registration information links and
so on. These links are not popular and are seldmied by users, but they comprise a large
part of Web graphs. Both DiffusionRank and AIR altfons are unable to deal with this kind
of “noise” in hyperlink structure data.

Because of the problems that hyperlink analysisrélgms encounter in real Web environment,
researchers have tried to use features other tyerlmks to evaluate quality of Web pages.
Chau et al. [7] have identified pages on certapic®using both content-based and link-based
features. Liuet al. [24] have proposed a learning-based method famtilyeng search target
pages query independently using content-based yetlmk-based features, such as document
length and in-link count. Jacobt al. [16] have also adopted both content-based and

hyperlink-based approaches to detect Web spamoddin these methods use features other



than links, link analysis algorithms still play @mportant role in the identification of high
guality pages or spam pages. Therefore, the quaEiiyeb hyperlink data and the effectiveness
of link analysis algorithms remain challenging pgeobs.

In contrast to these approaches, we incorporate ¥els’ browsing behavior to indicate page
quality. Most users’ browsing behavior is driven their interests and information needs.
Therefore, pages that are visited and hyperlinks ahe clicked by users should be regarded as
more meaningful and more important than those @hatnot. It is therefore reasonable to use
users’ preferences to prune the hyperlink graph.

2.2 User Browsing Behavior Analysis

Although researchers such as Page et. al. [25] tige incorporate browsing information
(collected from DNS providers) in page quality estiion at the early stage of hyperlink
analysis researches, browsing behavior analysisdiasecome popular until recent years. Web
browser toolbars such as Google Toolbar and Liveldar collect user browsing information. It
is considered as an important source of impli@tfeack on page relevance and importance and
was widely adopted in Web site usability [10, 18], Ziser intent understanding [27] and Web
search [4, 22, 23, 29] researches.

Using this information on browsing behavior, ipisssible to prune the Web graph by removing
unvisited nodes and links. For example, &lial. [23] constructed a “user browsing graph” with
Web access log data. It is believed that the usmwding graph can avoid most of the problems
of the original Web graph because links in the lsiagy graph are actually chosen and clicked
by users. Liwet al. also proposed an algorithm to estimate page gualiowseRank, which is
based on continuous-time Markov process model. rTéteidy shows that the BrowseRank

algorithm works better than hyperlink analysis aifons such as PageRank and TrustRank



when the latter two algorithms are performed onvthele Web graph.

The user browsing graph is not the only way to ipocate browsing behavior into page quality
estimation. In addition, the interpretation of theer browsing graph is not obvious. For
example, we can infer that the user browsing gidiffers from the whole Web graph in some
aspects, but precisely how do the structures dfetht@o graphs differ from each other? How
does the user browsing graph evolve over time? Be®ank outperforms PageRank and
TrustRank algorithms when the latter two algorithems performed on the original Web graph,
but how do hyperlink analysis algorithms performtioa user browsing graph?

We try to answer these questions through experahestudies, and we also attempt to
determine how data on users’ browsing behavior lmabetter analyzed to construct a more

reasonable Web surfing model rather than the widdbpted random surfer model.

3. Surfing with Prior Knowledge

With the example shown in Table 1 and Figure 1 kwew that hyperlinks are not clicked by
users with equal probabilities and they should bettreated as equally important in the
construction of surfing models. However, due to difficulties in collecting user browsing
information, most previous works on Web graph ngnere based on the “random surfer
model” which supposes user simply keeps clickingwecessive links at random.

Differently from these works, we collected a lamymount of user browsing information with
the help of a widely used search engine in Chimees& Web-access logs were collected from
Aug. 3, 2008, to Oct. 6, 2008 (60 days; logs froeptS3 to Sept. 7 were not included because
of hard disk failure). Over 2.8 billion hyperlinkick events were recorded and can be adopted

as prior knowledge in the construction of surfingdels. Details of these log data are



introduced in Section 4.1.

Designed with random surfer model, one of the méipws of the PageRank algorithm is
“over-democracy” [28]. The original algorithm assesnthat the Web user either randomly
follows a hyperlink on a Web page and navigatesht destination (with probability) or

randomly chooses a different page on the given Waph (with probability kx).

(k)
PageRank**? (X) =a 0’ PageRank™ (X;)
x=x  #Outlink(X;)

1
+l-a) Gﬁ (1)

According to Equation (1), the PageRank score page is divided evenly between all of its
outgoing hyperlinks. However, hyperlinks on Web gmare not equally important. Some
hyperlinks, such as “top stories” links on the Cbidin homepage, are more important, whereas
others, such as advertisements, are less important.

Therefore, it is not reasonable to assume thasusir follow hyperlinks on a Web page with
equal probabilities. If we introduce the probailif visiting pageX; directly after visiting page
Xi, namelyP(X, = XJ. ), the random surfer model will be replaced by th&fing with prior
knowledge” model and the estimation oP(X, = Xj) requires prior knowledge of user
browsing behaviors.

With the “surfing with prior knowledge” model, Web users do not click on hyperlinks og th
Web pages they are visiting randomly, instead, éggierlinkL is clicked with a probability of
P(X, = Xj) in whichX; is the source page aXdis the destination page of the

With the new surfing model, Equation 1 can be niedifs follows:

PageRank ™ (X) =a 0 PageRank™ (X, )P(X; = X) + (L-a) EII% )

Xi=X

In Equation (2), P(X; = X,) is the probability of visiting pagk directly after visiting page



Xi. However, for the original Web graph, it is notspible to estimate this probability because
the relevant information is not provided. Therefd?ageRank (as well as TrustRank) has to be
computed using equaP(X; = X,) values (as Equation (1)).

To incorporate prior user browsing information ite original Web graph, the user-visited

nodes and edges should be selected and the nurbseroclicks on each hyperlinks (edges)

should be recorded. With this information, we cacide which hyperlinks are important and

estimate the probability oP(X; = X;)with the maximum likelihood assumption.
If we useUC(X; = X;) to represent the number of user clicks frimto X;, the original
PageRank algorithm can be modified as follows:

user PageRank “* (X)

=a ) userPageRank® (X;) AUC(X, = X) (1—a)[-l£ ()
Nt > #UC(X; = X)) N
Xi=X;

In Equation 3, the probability oP(X; = X;) is estimated by the weightédC factor with
maximum likelihood assumption. The PageRank of pége divided between the outgoing
links, weighted byUC of each link. Aside from this PageRank division, ather part of the
original algorithm is changed. Therefore, the tim@mplexity and the efficiency of this
algorithm stay the same.

A similar modification can be applied to the TrustiR algorithm, which traditionally divides
the trust score equally between outgoing links. ®hginal and the modified algorithms are

shown in Equations (4) and (5) separately.

)
TrustRank“? (X) =a 0 TrustRa.nk (xi)+(1—a)mj 4)
xox  #outlink(X;)



user TrustRank **? (X)

=a0) userTrustRank™ (X;) #UC(X; = X)
Xi=x > #HUC(X, = X;)

Xi=X;

+(@1-a) ®)

With the “surfing with prior knowledge” model, hyperlinks on Web pages are not treated as
equally important, instead, the probability of uskcking are estimated with prior knowledge
and maximum likelihood assumption. By this means,hepe to improve the performance of

PageRank and TrustRank which are originally basethe random surfer model.

We believe that the new surfing model can also tilezed to other graphs besides the Web
hyperlink graph if the probability of visiting ongode from another can be estimated. For
example, leG=(V, E) denotes a social graph, wh&feepresents the users addepresents the
relationship between them. In many Web-based so@bhork services such as twitter and
weibd, the relationship between users can be describeal directed edge from follower to

followee, which is similar to the hyperlink fromwgce page to destination page.

Intuitively, the influence of s social node in saanetworks is similar to the quality score of a
Web page. It means that if we try to estimate mflce scores on a social graph, hyperlink
algorithms such as PageRank and TrustRank carbalstlized. As hyperlinks in a Web graph,

we believe that the “following” relationships bew®wenodes in a social graph are also not
equally important. This is because users may followether user for different reasons and
closest relationships should be valued more. Thezefsurfing with prior knowledge” model is

also more reasonable than the random surfer madehe social graph although the prior

knowledge P(X, = X, )) should be estimated by a different means.

4. Web Graph Construction with Information on Browsing Behavior
4.1 Data on User Browsing Behavior

Based on the surfing with prior knowledge” model described in Section 3, we revise the

original PageRank and TrustRank algorithm by inoocsfing prior user browsing behavior

5 Weibo (http://www.weibo.coinis China’s largest microblog service provider gthbwns over 250 million users.



information. Therefore, the newly proposed userRap& and userTrustRank algorithms
require additional information and cannot be penfed on the original Web graph. To construct
a reliable Web graph that incorporates user bragsghavior information, we collected data on
users’ browsing behavior (also called Web-accegsdiata or Web usage data). In contrast to
log data from search engine queries and click-tinogata, this kind of data is collected using
browser toolbars. It contains information on Webrgstotal browsing behavior, including their
interactions with search engines and other WeB.site

To provide value-added services to users, most sepwoolbars also collect anonymous
click-through information on users’ browsing belmviPrevious work such as [4] has used this
kind of click-through information to improve rankinperformance. Liuet al. [22] have
proposed a Web spam identification algorithm basedhis kind of user behavior data. In this
paper, we also adopt Web access logs collecteddiipars because this enables us to freely
collect users’ browsing behavior information with imterruption to the users. An example of

the information recorded in these logs is showhahle 2 and Example 1.

Table 2. Information recorded in Web-access logs

Name Description
Time Stamp Date/Time of the click event
Session ID A randomly assigned ID for each usesises
Source URL URL of the page that the user is vigitin
Destination URL URL of the page to which the usavigates

Example 1. A sample Web-access log collected on Dec. 15, 2008

(01:07:09) (3ffd50dc34fcd7409100101c63e9245b) tp(Hv.youku.com/v_playlist/f170796801p7.html)
(http://www.youku.com/playlist_show/id_1707968.hyml

(01:07:09) (f0ac3a4a87d1a24b9c1aa328120366b0) tp:/(bser.qzone.qq.com/234866837)
(http://cnc.imgcache.qq.com/qzone/blog/tmygb__stattia)

(01:07:09) (3fb5ae2833252541b9ccd9820bad30f6)  tp:(hwww.gzone8.net’hack/45665.html)
(http://www.qzone8.net/hack/)

Table 2 and Example 1 show that no private infolmnatvas included in the log data. The



information shown can be easily recorded using besvtoolbars by commercial search engine
systems. Therefore, collecting this kind of infotioa for the construction of hyperlink graphs
is practical and feasible.

4.2 Construction of a User Browsing Graph and a User -oriented Hyperlink Graph

With the data on users’ browsing behavior describeSection 4.1, we identified which pages
and hyperlinks were visited and the following twgaaithms are adopted to construct the user
browsing graph and the user-oriented hyperlink lgrapspectively.

Algorithm 1 constructs a graph completely basedusar behavior data. Only nodes and
hyperlinks that were visited at least once are dddethe graph. This graph is similar to the
graph constructed by Liu et al. in [23], except tine number of user visits on each edge is also
recorded to estimateP(X;, = X, ) for userPageRank and userTrustRank. Following their

convention, we also call this graph user browsiragp 8G(V,E) for short).

1. v={}, E={}
2. For each record in the Web-access log, if the soURL iSA and the destination URL is
B, then
if AOV,V =V O{A};
if BOV,V =V 0O{B};
if (AJB)LJE
E=E0{(AB)}
Count(A B) =1,
else
Count(A,B) ++;

Algorithm 1. Algorithm to construct the user browsing graph.
Algorithm 2 constructs a graph distinct fra@(V,E). These two graphs share a common set of
nodes, though the graph constructed with Algorithmretains all of the edges between these

nodes from the original Web graph. We call thispgraa user-oriented hyperlink graph



(user-HG(V,E) for short) because it is extracted from the origMéeb graph but has nodes
selected with user information. The original Welagr was constructed by the same search
engine company that provided Web access logs tGaltected in July 2008, it contains over 3
billion pages from 111 million Web sites and covarsajor proportion of Chinese Web pages

at that time.

1. v={, E={}
2. For each record in the Web-access log, if the soURL isA and the destination URL is
B, then

if AOV,V =V O{A};

if BOV,V =V O{B};
3. ForeachA and eaciBinV,

if ((A,B)OOriginal Web Graph)AND ((A,B)OE)

E=EDO{(A B)}

Algorithm 2. Algorithm to construct the user-oriented hyperlink graph.

Thus, botlBG(V,E) anduser-HG(V,E) are constructed with the help of browsing behaslata.
The latter graph contains more hyperlinks, whetleagormer graph only retains hyperlinks that
are actually followed by users. We can see thatRaggeRank and userTrustRank cannot be
performed oruser-HG(V,E) because browsing information are not recordedlicedges on this
graph.

4.3 Comparison of the User Browsing and User-Oriented Hyperlink Graphs

We constructe®G(V,E) anduser-HG(V,E) with the data on user behavior described in 8ecti

4.1. Table 3 shows how the compositions of thesegraphs differ from each other.

Table 3. Differences between BG(V,E) and user-HG(V,E) in the edge sets

# Common edges) | #( Total edges) | Percentage of common edges

BG(V,E) 10,564,205 24.53%

2,591,716
User-HG(V,E) 139,125,250 1.86%

According to Table 3, we found that although thedmnink graphuser-HG(V,E) shares a



common set of nodes witBG(V,E), the compositions of these two graphs differ sigaintly.
First, BG(V,E) is less than one-tenth the size uwsér-HG(V,E). The percentage of common
pages iruser-HG(V,E) is only 1.86%; thus, most (98.14%) of the linkasar-HG(V,E) are not
actually clicked by users. This difference is ceteit with people’s Web browsing experience
that pages usually provide too many hyperlinksufsers to click.

Another interesting finding is that theser-HG(V,E) graph does not include all the edges in
BG(V,E). Less than one-quarter of the pageB(&(V,E) also appear iuser-HG(V,E). This
phenomenon can be partially explained by the fhat Wser-HG(V,E) is constructed with
information collected by Web crawlers, and it i possible for any crawler to collect the
hyperlink graph of the whole Weli;is too huge and changing so fast. When we exaghthe
links that only appear iBG(V,E), we found another reason whser-HG(V,E) does not include
them. A large proportion of these links come frosens’ clicks on search engines result pages
(SERPs). Table 4 shows the number of SERP-oridntpdrlinks inBG(V,E).

Table4. Number of SERP-oriented edgesthat are not included in user-HG(V,E)

Search engine | Number of edgesthat are not included in user-HG(V,E)
Baidu.com 1,518,109
Google.cn 1,169,647
Sogou.com 291,829
Soso.com 147,034
Yahoo.com 143,860
Total 3,270,479 (30.96% of all edgesin BG(V,E))

Tables 3 and 4 reveal that of the links that appesr in BG(V,E) (7.97 million edges in total),
over 3.27 million come from SERPs of the five missquently used Chinese search engines.
This number constitutes 30.96% of all edgeB@{V,E). Web users click many links on SERPs,

but almost none of these links would be collectgdctawlers. These links contain valuable



information because they link to Web pages thatbatd recommended by search engines and
clicked by users. It is not possible for Web crawl& collect all of the links from SERPs
without information on user behavior because thembmer of such links would be
overwhelmingly large.

Another important type of links that appear onlyB@(V,E) are hyperlinks that are clicked in
users’ password-protected sessions. For exampe) Buthorization is sometimes needed to
visit blog pages. After logging in, Web users oftewvigate among these pages, and Web-access
logs can record these browsing behaviors. Howerdmary Web crawlers cannot collect these
links because they are not allowed to access thiects of protected Web pages.

4.4 Construction of the User-oriented Combined Graph

Section 4.3 shows that the user browsing graplemifirom the user-oriented hyperlink graph in
at least two ways: First, compared witser-HG(V,E), a large fraction of the edges (98.14% of
E in user-HG(V,E)) are omitted fronBG(V,E) because they are not clicked by any user. Second,
BG(V,E) contains hyperlinks that are difficult or impossilibr Web crawlers to collect. Thus,
each graph contains unique information that isguottained by the other graph. Therefore, if
we construct a graph containing all of the hypé&diand nodes iBG(V,E) anduser-HG(V,E),

it should contain more complete hyperlink inforrati We adopt the following algorithm
(Algorithm 3) to construct such a graph, which camek all of the hyperlink information in

BG(V,E) anduser-HG(V,E).

1. v={}, E={}

2. For each record in the Web-access log, if the soURL isA and the destination URL is
B, then

if AOV,V =V O{A}

if BOV,V =V O{B},




3. ForeachAand eacilBinV,
if (A B)OBG(V,E))OR((A, B)JuserHG (V, E))
E=EU{(A B)}

Algorithm 3. Algorithm to construct the user-oriented combined graph.
This algorithm can construct a graph that shareséme node set BS(V,E) anduser-HG(V,E)
but that contains the hyperlinks of both graphsceBse it combines the edge set86{V,E)
anduser-HG(V,E), we call it a user-oriented combined grapse(-CG(V,E) for short). Similar
with user-HG(V,E), it doesn’'t contain clicking information on all eth edges and
userPageRank/userTrustRank cannot be performetd on i

4.5 Statsof the Constructed Graphs

With the data from Web-access logs described ini&ed.1 and the original whole Web graph
(namedwhole-HG(V,E) for short) mentioned in Section 4.2, we constrdicteree graphs
(BG(V,E), user-HG(V,E), anduser-CG(V,E)). These graphs were constructed at the site-level
instead of the page-level to improve efficiency.sThevel of resolution is also appropriate
because a large number of search engines adopewielink analysis algorithms and then
obtain page-level link analysis scores using a @gagion process within Web sites. Another
problem with a page-level graph is that due to dptsity problem, there are only a few user
visits for a large part of pages and the behavaia enay be not so reliable. However, for a
site-level graph, the average number of user @tssite is much larger and data sparsity can
be avoided to a large extent. According to expemiaeresults in our previous work [29], we
also found that a site-level model outperformedg@eplevel model because the average number
of browsing activities per site is much larger,igading more reliable behavior information
sources.

Descriptive statistics of these constructed grawhshown in Table 5.



Table 5. Sizes of the constructed and the original Web graphs

Graph Vertices (#) Edges (#) Edges/Vertices
BG(V,E) 4,252,495 10,564,205 2.48
user-HG(V,E) 4,252,495 139,125,250 32.72
user-CG(V,E) 4,252,495 147,097,739 34.59
whole-HG(V,E) | 110,960,971| 1,706,085,215 15.38

We can see from Table 5 th&G(V,E), user-HG(V,E) and user-CG(V,E) cover a small
percentage (3.83%) of the vertices of the origMadb graph. The edge sets of these three
graphs are also much smaller than the Web graphthbuaverage number of hyperlinks per
node inuser-HG(V,E) and user-CG(V,E) is higher than that ofvhole-HG(V,E). This result
means that user-accessed nodes are more stronmgigated to each other than the other parts
of the Web. This pattern hints the presence ofrgel&CC (Strongly Connected Component)
proposed in [9] in the user browsing graphs. Anotfiading is that compared with
user-HG(V,E) and user-CG(V,E), the ratio of edges to vertices BG(V,E) is much smaller.
Thus, a large fraction of hyperlinks are removettiigs graph because they are not followed by
users. The retained links are ostensibly more biglighan the others, however; whether this

information loss creates problems for link analydgorithms remains to be determined.

5. Sructureand Evolution of Constructed Graphs

5.1 Structure of the Constructed Graphs

The degree distribution has been used to desdrésttucture of the Web by many researchers,
such as Broder et al. [6]. The existence of a poaerin the degree distribution has been

verified by several Web crawls [6, 9] and is regarés a basic property of the Web. We were
interested in whether power laws could also desdtile in-degree and out-degree distributions
in the constructed graphs. Experimental resultslegree distributions of botBG(V,E) and

user-HG(V,E) are shown in Figures 2 and 3. We did not considerdegree distributions of



user-CG(V,E) because it is a combination 8G(V,E) and user-HG(V,E). If in-degree and
out-degree distributions of these two graphs follopower lawpser-CG(V,E) will as well.

Figure 2 shows that in-degree distributions of B@{V,E) anduser-HG(V,E) follow a power
law. The exponent of the power law (1.75) is smallean that found in previous results
(approximately 2.1 in [6, 9]). This difference isdause our hyperlink graph is based on sites,
whereas previous graphs were based on pages. diteefewer unpopular (low in-degree) nodes
in a site-level graph compared with a page-levabgrbecause a large number of unpopular
pages may come from the same Web site. Anothergohemon is that the exponent of power
law distribution inBG(V,E) (2.30) is larger than that ofer-HG(V,E) (1.75). This differences
implies that with an increase in in-degieéhe number of vertices within-links drops faster in
the user browsing graph. This pattern can be expthby the fact that some Web sites are
relatively more popular (have higher in-degree)tl® user browsing graph than in the

user-oriented hyperlink graph.
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Figure 2. In-degree distributions of both Figure 3. Out-degree distributions of both
BG(V,E) and user-HG(V,E) subscribeto BG(V,E) and user-HG(V,E) subscribeto
the power law. the power law.

The out-degree distributions of both graphs aldwsstbe to the power law (Figure 3). The
exponent of the out-degree distribution in a pagsed graph has been estimated to be 2.7 [6, 9].

The exponent estimated for our site-based graphuish smaller (1.9). In a site-based graph,



out-links that link to pages in the same site anitted. This assumption reduces the number of
out-links of many vertices and reduces the diffeeehetween high and low out-link vertices.
The exponent of the out-degree distributioB®(V,E) is larger than the one imser-HG(V,E).

As for the out-degree distribution, this differeagaeans with the increase in out-degvethe
number of vertices witb in-links drops faster in the user browsing graph.

The experimental results shown in Figures 2 andriien that similar to the whole Web graph,
the in-degree and out-degree distributions of WRE\V,E) anduser-HG(V,E) follow a power
law. However, the exponents of the power law distions are different because the
constructions ofBG(V,E) and user-HG(V,E) decrease the numbers of valueless nodes and
hyperlinks compared with the original Web grapheThct thatBG(V,E) and user-HG(V,E)
inherit characteristics of the whole Web makesggible for us to perform state-of-the-art link
analysis algorithms on these graphs.

5.2 Evolution of BG(V,E) and Quality Estimation of Newly visited Pages

The purpose of our work is to estimate Web pagditguaith the help of information on user
browsing behavior. For practical search engineieafpbns, an important issue is whether the
page quality scores calculated off-line can be tabgor on-line search proceBG(V,E),
user-HG(V,E) and user-CG(V,E) were all constructed with browsing behavior infation
collected by search engines. This kind of inforomatis collected during a certain time period.
Therefore, user behavior outside this time peramhot be included in the construction of these
graphs. If pages needed by users are not includiekigraphs, it is impossible to calculate their
quality scores. Therefore, it is important to detiele how the compositions of these graphs
evolve over time and whether newly visited pageshmincluded in the graphs.

To determine whether the constructionB&(V,E), user-HG(V,E) anduser-CG(V,E) can avoid



the problem of newly visited and missing pagesdesigned the following experiment:

Step 1. A large number of pages appear each day, andafigction of them are visited by
users. We only focus on the newly visited pages dha actually visited by users because the
absence of pages from the graph could affect ussmising experiences. Therefore, we

examine how many newly visited pages are includethé constructed graphs.

100% T— —e— Percentage of newly visited hyperlinks
90% \ —m—Dercentage of newly visited pages
80%
70%
60%
50%
40%
30%
20%
10%

0% B

1 357 911131517192123252729 3133 3537394143454749 5153 555759

Figure4. Evolution of BG(V,E). Category axis. day number, assuming Aug. 3, 2008, isthe
first day. Value axis. percentage of newly clicked pageshyperlinks not included in BG(V,E)
(BG(V,E) iscongtructed with data collected from thefirst day to the given day).

In Figure 4, each data point shows the percentbgewly clicked pages/hyperlinks that are not
included byBG(V,E). On each dayBG(V,E) is constructed with browsing behavior data
collected from Aug. 3, 2008, (the first day in figure) to the date before that day. We focus on
BG(V,E) becausaiser-HG(V,E) anduser-CG(V,E) share the same vertex set. On the first day,
all of the edges and vertices are newly visitechbee no data has yet been includeB@{V,E).
From the second day to approximately th& #i8y, the percentage of newly visited edges and
vertices drops. On each day after th& di&ly, approximately 30% of the edges and 20% of the
vertices are new to tHeG(V,E), which is constructed with data collected befdia day.

During the first 15 days, the percentage of new$jted edges and vertices drops because the



structure of the browsing graph is more and monmpiete each day. At the “15ay, the
browsing graph contains 6.12 million edges and gn8kon vertices. From then on, the number
of newly visited edges and vertices is relativagbte. Approximately 0.3 million new edges
and 0.1 million new vertices appear on each sulesdeqiay. Therefore, it takes approximately
15 days to construct a stable user browsing graygh sabsequently, approximately 20% of
newly visited Web sites are not included3B(V,E) each day.

Step 2. According to Step 1, approximately 20% of newlgitad sites would be missing if we
adopt BG(V,E) for quality estimation (supposinBG(V,E) is daily updated). To determine
whether this missing subset of newly visited siédfects quality estimation, we examined
whether Web sites that are not included in the lyaxe indexed by search engines. If they are
not indexed by search engines, it is not necessapalculate their quality estimation scores
because search engines will not require these scdre sampled 30,605 pages from the sites
that are visited by users but not included®{®(V,E) (approximately 1% of all visited pages in
these sites) and checked whether they are indexdédub widely used Chinese search engines
(Baidu.com, Google.cn, Sogou.com, Yahoo.cn). Theeemental results are shown in Table 6

(SE1-SE4 is used instead of search engine names).

Table 6. Percentage of newly visited pagesindexed by search engines

Search Engine Percentage of pages indexed
SE1 8.65%
SE2 11.52%
SE3 10.47%
SE4 14.41%
Average 11.26%

The experimental results in Table 6 show that mbshese pages (88.74% on average) are not
indexed by search engines. It is not necessa3®gV,E) to include these pages because search

engine do not require their quality estimation ssor



Step 3. According to results of Step 1 and 2, we can dateuthat only 2.2% (11.26% 20%)

of newly visited pages are both not includedB@&(V,E) and required for quality estimation.
Among the pages that are both indexed by searcmengnd visited by users, most will be
included byBG(V,E) if this graph can be updated daily with new logadan browsing behavior.
Therefore, it is appropriate to uS&(V,E) in quality estimation. Becauseer-HG(V,E) and
user-CG(V,E) share the same vertex set wlts(V,E), these constructed graphs are also not
substantially affected by the problem of new visitenissing pages. Thus, these graphs are also
appropriate for quality estimation.

6. EXPERIMENTAL RESULTSAND DISCUSSIONS
6.1 Experimental Setup

In Section 1, we assume that the user-accesseafp@réb is more reliable than the parts that
are never visited by users. On the basis of thsiraption, we construct three different
hyperlink graphs based on browsing behavior. Terddghe whether the constructed graphs
outperform original Web graph in estimating pagalify, we adopted two evaluation methods.
The first method is based on the ROC/AUC metriciclvhis a traditional measure in quality
estimation research, such as “Web Spam Challénge’ construct a ROC/AUC test set, we
sampled 2,279 Web sites randomly according to theguencies of user visits and had two
assessors annotate their quality scores. Approgin®9% of these sites were annotated as
“high quality”, 19% were “spam”, and the others &edinary”. After performing link analysis
algorithms, each site in the test set was assigrpehlity estimation score. We can evaluate the
performance of a link analysis algorithm on theida$ whether it assigns higher scores to good

pages and lower scores to bad ones.

6 http://webspam.lip6.fr/



The second method is a pairwise orderedness taistidst was first proposed by Gydngyi et al.
[11] and is based on the assumption that good pelgmdd be ranked higher than bad pages by
an ideal algorithm. We constructed a pairwise @deess test set composed of 782 pairs of
Web sites. These pairs were annotated by produthgess of a Web user survey company. It is
believed that the pairwise orderedness show the dites’ differences in reputation. For
example, both http://video.sina.com.cn/ and hitfhldég.sohu.com/ are famous video-sharing
Web sites in China. However, the former site isenmopular and receives more user visits, so
the pairwise quality order is http://video.sina.comt > http:// v.blog.sohu.com/. If an algorithm
assigns a higher score to http://video.sina.comitpasses this pairwise orderedness test. We
use the accuracy rate to evaluate the performahdteeopairwise orderedness test, which is
defined as the percentage of correctly ranked Welpairs.

With these two evaluation methods, we tested whethditional hyperlink analysis algorithms
perform better oBG(V,E), user-HG(V,E) anduser-CG(V,E) than on the original Web graph. In
addition, we also investigated whether a speclficdesigned link analysis algorithm for
browsing graphs (such as BrowseRank) performsg#tditional methods (such as PageRank
and TrustRank).

First, we compared the performance of the link gialalgorithms on the four grapBQG(V,E),
user-HG(V,E), user-CG(V,E) andwhole-HG(V,E)). Second, we compared the performance of
PageRank, TrustRank, DiffusionRank and BrowseRamiBG(V,E). The latter comparisons
were only performed oBG(V,E) because BrowseRank requires users’ stay timenvéton,
which is only applicable foBG(V,E). In addition, to examine how the proposed userRagk

and userTrustRank algorithms perform, we companett performances to that of the original



algorithms on both a user browsing graph and aabkgcaph constructed with data from China’s
largest micro-blogging service provider weibo.com.

For TrustRank and DiffusionRank, a high quality @dgeed” set must be constructed. In these
experiments, we follow the construction method psgal by Gyongyét al in [11] and which is
based on an inverse PageRank algorithm and humaatadion. The inverse PageRank
algorithm was performed on the whole Web graph, wadannotated the top 2000 Web sites
ranked by inverse PageRank. Finally, 1153 highityuahd popular Web sites were selected to
compose the seed set. The parameters in our imptatin of PageRank, TrustRank and
Diffusion Rank algorithms are all tuned accordiogheir original implementations [11, 25, 28].
The a parameters of PageRank and TrustRank algorithensedrto 0.85 according to [25] and
[11]; and the iteration time are both set to 30abse that is enough for the results to converge.
Parameters for the DiffusionRank algorithm areasety = 1.0,0=0.85,M=100 according to
[28].

6.2 Quality Estimation with Different Graphs

With the four different hyperlink graphs shown iable 5, we applied the PageRank algorithm
and evaluated the performance of page quality asitm The experimental results of high
quality page identification, spam page identifioatand the pairwise orderedness test are shown
in Figure 5. The performances of high quality apdmns page identification are measured by the

AUC value, whereas the pairwise orderedness test aiscuracy as the evaluation metric.
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Figure5. Quality estimation resultswith PageRank performed on BG(V,E), user-HG(V,E),
user-CG(V,E) and whole-HG(V,E)

Figure 5 shows that that PageRank applied to thiginat Web graph whole-HG(V,E))

performs the worst in all three quality estimatiasks. This result indicates that the graphs
constructed by Algorithms 1-3 can more effectiveltimate Web page quality than can the
original Web graph. The improvements in performaassociated with each of these three

graphs are shown in Table 7.

Table 7. Performance improvements of the graphs constructed with Algorithms 1-3

compared to theoriginal Web graph

Improvement compar ed with whole-HG(V,E)
Test Method
BG (V,E) user-HG(V,E) user-CG(V,E)
High quality page identification +5.69% +7.55% 204
Spam page identification +3.77% +7.44% +7.46%
Pairwise orderedness test +15.14% +20.34% +19.67%

According to Table 7, the graphs constructed witifiorimation on browsing behavior
outperform the original Web graph by approximat&l25%. The adoption of user browsing
behavior helps reduce possible noise in the origireph and makes the graph more reliable.
This finding agrees with the results in [23] tB&3(V,E) outperforms the original Web graph. It
also validates our assumption proposed in Sectittratlthe user-accessed part of Web is more

reliable than the parts that are never visited $Brs



According to Figure 5 and Table 7, among the thgesphs constructed with user behavior
information,BG(V,E) performs the worst, whereaser-HG(V,E) anduser-CG(V,E) obtain very
similar results. As described in Section B&(V,E) contains fewer edges than the other two
graphs. The retained links are on average morenmtive than the edges in the other graphs;
however, this huge loss of edge data also compesmibe page quality estimation.
User-HG(V,E) anduser-CG(V,E) share the same vertex set, and their edge se@saresery
similar (only 7.97 million edges are addeduser-CG(V,E), making up 5.14% edges of the
whole graph). Therefore, these two graphs perfanmiagly in page quality evaluation.

BG(V,E), user-HG(V,E) anduser-CG(V,E) share the same vertex set, which is composed of al
user-accessed sites recorded in Web-access logmughBG(V,E) contains the fewest edges
of the four graphs, it still outperformghole-HG(V,E). This result shows that the selection of
the vertex set is more important than the seleaiidhe edge set. Reducing the unvisited nodes
in the original Web graph can be an effective methoo constructing hyperlink graph.

In Section 1, we show in Table 1 a list of Web sitehich are ranked top according to
PageRank scores on the original Web graph. Wefiaddhat some government Web sites (e.qg.
www.miiberan.gov.cn, www.hd315.gov.cn) are rankeiteghigh but fail to draw much user
attention. These Web sites are authoritative anmbrtant but they should not be ranked so high
because other similar government agency Web sitgegemerally ranked much lower. However,
when we look into the results of PageRank perfororeBG (V,E), we find that the rankings of

www.miiberan.gov.cn and www.hd315.gov.cn are meesonable.

Table 8. PageRank ranking comparison of some gover nment agency Websiteson

whole-HG(V,E) and BG(V,E)

PageRank Ranking on PageRank Ranking on
whole-HG(V,E) BG(V,E)




www.miibeian.gov.cn 5 23

www.hd315.gov.cn 2 117

According to Table 8, both www.miiberan.gov.cn andw.hd315.gov.cn are ranked lower
according to PageRank dBG(V,E) than that orwhole-HG(V,E). They are also important

resources according to algorithm on the user broyvgiraph but not as important as the
top-ranked ones. We believed that the ranking8BG(V,E) give a better estimation of their

guality according to both popularity and authority.

6.3 Quality Estimation with Different Link Analysis Algorithms

In [23], Liu et al. have shown that a specificallgsigned link analysis algorithm (BrowseRank)
outperforms TrustRank and PageRank for both spaghtifig and high quality page
identification when the latter two algorithms arppked to the original Web graph. They
explained that BrowseRank improves performance userdt can better represent users’
preferences than PageRank and TrustRank. Howeveris istill unclear whether this
improvement comes from algorithm and model desigrfiram the adoption of data on user
behavior. Thus, we tested the performance of PageRaustRank and BrowseRank on the
sameBG(V,E) graph. This comparison was only performed@(V,E) because the calculation
of BrowseRank requires users’ stay time informatiehich is applicable t8G(V,E) only.
PageRank performs better B&(V,E) than on the original Web graph (Figure 5). Themefdt

is possible that the BrowseRank algorithm improyesformance simply because it is
performed on a graph constructed from data on beswsing behavior. The experimental
results shown in Figure 6 validate this assumptionstRank performs the best in both spam
page identification and high quality page idenéfion, whereas PageRank performs slightly
better than the other three algorithms in the pagwrderedness test. The good performance of

TrustRank might come from the prior informationretbin the “seed” set.
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Figure 6. Results of quality estimation with different link analysis algorithms on BG(V,E)

According to the results, TrustRank outperformsvideRank by 4.12% and 2.84% in high
quality and spam page identification tasks, respelgt The performance improvements are
small but demonstrate that the TrustRank algoritam also be very effective ®G(V,E). The
PageRank algorithm also performs no worse than Be®ank on any of these tests. This result
means that the performance improvement by the B¥Bask algorithm reported in [23] comes
both from algorithm design and, perhaps more ingmly, from the adoption of information on
user browsing behavior. Additionally, PageRank &afmdstRank are more efficient than
BrowseRank because they do not require collectifagmation on users’ stay time.

These results and examples demonstrate that althBrmvseRank is specially designed for
BG(V,E), it does not perform better than PageRank, TrugtRa DiffusionRank applied to
BG(V,E). BrowseRank favors the pages where users stayedprgut stay time does not
necessarily indicate quality or user preferencemgared with the algorithm design, the
incorporation of information on user browsing bebavn the construction of link graphs is
perhaps more important.

6.4 UserPageRank and User TrustRank on User Browsing Graph

In Section 3, we proposed the userPageRank andruséRank algorithms, which modify the



original algorithms by estimation oP(X;, = Xj) according to user browsing information

recorded inBG(V,E). To examine the effectiveness of these algorithwes,compared their

performance with the original PageRank/TrustRagk@gthms (Figure 7).
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Figure 7. Quality estimation resultswith the original PageRank/TrustRank and
user PageRank/user TrustRank algorithms on BG(V,E)

The modified algorithms perform slightly better thehe original algorithms. They perform
almost equivalently in high quality page identifica and perform slightly different in spam
page identification. For both PageRank and TrustRalgorithms, the modified algorithms
outperform the original ones by approximately 3%spam identification. Examining several
test cases, we find that this performance improvenemes from modification to the
algorithms.

An example is the spam site whose URL is http:8$1%xp.org/. Among the 2279 Web sites in
the ROC/AUC test set, it is ranked 1838y the original TrustRank algorithm and 1878y the
userTrustRank algorithm. Because a spam site shioeléssigned a low ranking position,
userTrustRank performs better for this test case.iMestigated the hyperlink structure of this

site to analyze why the modified algorithm perforpester.

Table9. Web sitesthat link to a spam site (http:// 11sss11xp.org/) in BG(V,E)



Source Web site Destination Web site #User Vidits
http://web.gougou.com/ http://11sss11xp.org/ 3
http://image.baidu.com/ http://11sss11xp.org/ 1

http://www.yahoo.cn/ http://11sss11xp.org/ 1
http://domainhelp.search.com/|  http://11sss11xp.org/ 1
http://my.51.com/ http://11sss11xp.org/ 1
Table 10. Information on sitesthat connect to a spam site (http://11sss11xp.org/)
Site #Out-link #User Vidits
www.yahoo.cn 35,000 208,658
my.51.com 86,295 19,443,717
image.baidu.com 148,611 8,218,706

In Tables 9 and 10, we can see that this sitewvesenany in-links from search engines (such as

www.yahoo.cn and image.baidu.cprithis phenomenon can be explained because spas si

are designed to achieve unjustifiably favorableékirags in search engines. This spam site also
receives in-links from several Web 2.0 sites, sashmy.51.com, which is a blog service site.
With the original TrustRank algorithm, trust scorefthe original sites should be evenly
divided between their outgoing links. In contrdst, userTrustRank, trust scores are assigned
by estimatind®(X; = X;), the probability of visiting sit& after visitingX;. Because this site

is a spam site that users generally do not viBi¢X;, = Xj) for this site should be low. For
example, the site www.yahoo.cn has 35,000 outgbimig in BG(V,E). Altogether, 208,658
user clicks are performed on these outgoing liaksl only one of them links to 11sss11xp.org.
With the original TrustRank algorithm, the spane siéceives 1/35000 of Yahoo's trust score,
whereas userTrustRank only assigns 1/208658 ofdiresponding score to this spam site. We
can see that userTrustRank divide a page’s trase saccording to counts of users’ visits, and
this adaptation can help identify spam sites.

6.5 UserPageRank and User TrustRank on Social Graph

In order to further examine the performance of BageRank and userTrustRank algorithms,

we also constructed a social graph as describ&edation 3 and see how they performs on it.



The data was collected in September, 2011 from avedimn, which is China’s largest social
network service provider. Information of 2,631,3d®ers and about 3.6 billion relationships
were collected. To the best of our knowledge, drig of the largest corpuses in social network

studies. Information recorded in our data set swshin Table 11.

Table 11. Information recorded in the collected micro-blogging data

Information Explanations
User ID The unique identifier for each user

User name The name of the user
Verified sign Whether the user’s identificatiornverified by weibo.com

Followees The ID list that are followed by the user

Followers The ID list that follow the user

Tags A list of keywords describing the use_r’s interagith the purpose of
self-introduction

As described in Section 3, the userPageRank andmus¢éRank requires the estimation of
P(X, = Xj) as prior knowledge. In social graph, we adoptedniimber of common tags as

a sign of closeness between users. We believettihadssumption is reasonable because the
following relationships between users with many owon interests should be more reliable than
those not. Therefore, the weight of an edge irsteal graph equals to the number of common
tags between nodes it connects. After performiregRegeRank and userTrustRank algorithms

on the weighted social graph, social influencenestion results are shown in Figure 8.



-}
(W]

©c oo o 2 0@
(S BV R ¥ N Nl
T T T T

S =

Figure 8. Social influence estimation results with the original PageRank/TrustRank and
user PageRank/user TrustRank algorithmson social graph of weibo.com

Figure 8 shows the AUC performances of differefiiance estimation algorithms on the social
graph. We use the users with “Verified sign” as enmfluent ones in our evaluation because
their identity has been verified by weibo.com amdaading to the verification poliy only
“authoritative” person or organizations will be Wied. For the seed set of TrustRank and
userTrustRank, we select 100 people from “Weibob ¢fadlamée” which is composed of famous
people in certain fields such as entertainmenttipsltechniques and so on.

According to results shown in Figure 8, we see thHa performance of PageRank,
userPageRank and userTrustRank are similar toaaeh while TrustRank performs the worst
among all algorithms. Although the AUC performarafePageRank is almost the same as
userPageRank and userTrustRank, we find that tigeeithms give quite different rankings.
The top results of the algorithms in Table 12 shbat both PageRank and TrustRank put
famous entertainment stars (such as Xidi Xu, Chao ahd Mi Yang) at the top of their result

lists. Meanwhile, userPageRank and userTrustRarde faccounts which post interesting jokes

" http://weibo.com/verify

8 http://weibo.com/pub/star




or quotations (such as joke selection and classitagjons).

Table 12. Top results of PageRank, TrustRank, user PageRank and user TrustRank
algorithms on the social graph of weibo.com

Rank PageRank user PageRank TrustRank user TrustRank
1 Kangyong Cai Joke Selection Kangyong Cai Kangy©ag
2 Xidi Xu Kangyong Cai Mi Yang Joke Selection
3 Cold Joke Selection Classic Quotations Na Xie oXi@n Zhang
4 Chen Yao Cold Joke Selection Weigi Fan Classiotgions
5 Xiaogang Feng Global Fashion Lihong Wang ColceJs&lection

The differences in top ranked results are causetidyact that although the entertainment stars
have many followers, a large part of these follendw not share same tags with the stars. This
is because many of the stars do not list any taggheir accounts such as Xidi Xu and Chen
Yao. People follow the accounts such as joke deleand classic quotations because they
actually provide interesting information and infitepeople. Therefore, we believe that
userPageRank and userTrustRank algorithms give measonable estimation of social

influence.

7. CONCLUSION AND FUTURE WORKS

Page quality estimation is one of the greatestlehgés for search engines. Link analysis
algorithms have made progress in this field bubeanter increasing challenges in the real Web
environment. In this paper, we analyze user bragv&iehavior and proposed two hyperlink
analysis algorithms based on “surfing with prioowhedge” model instead of the random surfer
model. We also construct reliable link graphs inialhthis browsing behavior information is
embedded. Three construction algorithms are addptednstruct three different kinds of link
graphs,BG(V,E), user-HG(V,E) anduser-CG(V,E). We examined the structure of these graphs

and found that they inherit characteristics, sustpawer law distributions of in-degrees and



out-degrees, from the original Web graph. The eiahuof these graphs is also studied, and
they are found to be appropriate for page quafitymation by search engines.

The experimental results show that the graphs ngisd with browsing behavior data are
more effective than the original Web graph in eating Web page quality. PageRank on
BG(V,E), user-HG(V,E) anduser-CG(V,E) outperforms PageRank on the whole Web graph. In
addition, user-HG(V,E) and user-CG(V,E) work better thanBG(V,E), probably because the
construction process @dG(V,E) omits too many meaningful hyperlinks. We also fiduhat
PageRank, TrustRank and DiffusionRank perform dtage(or even better than) BrowseRank
when they are performed on the same gr&®(V,E)). This result reveals that the incorporation
of user browsing information is perhaps more imgatrtthan the selection of link analysis
algorithms. Additionally, the construction of usgowsing graphs introduces more information.
Thus, it is possible to modify the original TrustiR&PageRank algorithms by estimating the
importance of outgoing links. The modified algonith (called userPageRank and
userTrustRank) show better performance in both Wfem identification and social influence
estimation.

Although the Web / micro-blogging collections andtal on user browsing behavior are
collected on Chinese Web environment, the algosthare not specially designed for the
specific collection. Therefore, they should not deh significantly differently in a
multi-language collection as long as reliable datarces can be provided.

Several technical issues remain, which we addressds future work:

First, Web pages that are visited by users onlyprsa a small fraction of pages on the Web.

Although it has been found that most pages thasuseed can be included in the vertex set of



BG(V,E), search engines still need to keep many more gagéeir index to meet all possible
user needs. To estimate quality of these pagesyevplanning to predict user preferences for a
certain page by using the pages that users prdyivisited as training set. If we can calculate
the probability that a Web page will be visitedusers in the future, this information will help
construct a large-scale, credible link graph nmottkd by data on user behavior.

Second, the evolution of the user browsing graph loa regarded as a combination of the
evolution of both the Web and Web users’ interdstghis paper, we analyzed the short term
evolution (a period of 60 days) of the graph. We eonsidering collecting long-term data to
determine how the evolutionary process reflectsigha in users’ behavior and interests.
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