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ABSTRACT
Passage retrieval is a fundamental task in many information sys-
tems, such as web search and question answering, where both
efficiency and effectiveness are critical concerns. In recent years,
neural retrievers based on pre-trained language models (PLM), such
as dual-encoders, have achieved huge success. Yet, studies have
found that the performance of dual-encoders are often limited due
to the neglecting of the interaction information between queries
and candidate passages. Therefore, various interaction paradigms
have been proposed to improve the performance of vanilla dual-
encoders. Particularly, recent state-of-the-art methods often intro-
duce late-interaction during the model inference process. However,
such late-interaction based methods usually bring extensive compu-
tation and storage cost on large corpus. Despite their effectiveness,
the concern of efficiency and space footprint is still an important fac-
tor that limits the application of interaction-based neural retrieval
models. To tackle this issue, we Incorporate Implicit Interaction
into dual-encoders, and propose I3 retriever. In particular, our im-
plicit interaction paradigm leverages generated pseudo-queries to
simulate query-passage interaction, which jointly optimizes with
query and passage encoders in an end-to-end manner. It can be
fully pre-computed and cached, and its inference process only
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involves simple dot product operation of the query vector and
passage vector, which makes it as efficient as the vanilla dual en-
coders. We conduct comprehensive experiments on MSMARCO
and TREC2019 Deep Learning Datasets, demonstrating the I3 re-
triever’s superiority in terms of both effectiveness and efficiency.
Moreover, the proposed implicit interaction is compatible with spe-
cial pre-training and knowledge distillation for passage retrieval,
which brings a new state-of-the-art performance. The codes are
available at https://github.com/Deriq-Qian-Dong/III-Retriever.
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1 INTRODUCTION
Passage retrieval is fundamental in modern information retrieval
(IR) systems, typically serving as a preceding stage of reranking.
The aim of passage retrieval is to find relevant passages from a
large corpus for a given query, which is crucial to the final ranking
performance [3, 24, 26, 62, 68]. Conventional methods for passage
retrieval (e.g., BM25 [50]) usually consider lexical matching between
the terms of query and passage. In recent years, neural retrievers
based on pre-trained language models (PLMs) have prospered and
achieved the state-of-the-art performance.
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Figure 1: Illustration of three conventional PLM-based IR models:
(a) cross-encoder, (b) dual-encoder, (c) late-interaction encoder, and
our proposed (d) I3 retriever.

In particular, existing PLM-based IR models can be broadly
categorized into cross-encoders [40], dual-encoders [24] and late-
interaction encoders [16, 25], as shown in Figures 1(a), 1(b) and
1(c), respectively. Without considering the fine-grained interactions
between the tokens of query and passage, the major merit of dual-
encoders is their high efficiency in inference. Yet, their effectiveness
is usually considered sub-optimal compared with cross-encoders or
other interaction-based models. Cross-encoders take the concatena-
tion of query and passage as input to perform full interaction that ef-
fectively captures relevance features. As query-passage interactions
are important factors in relevance modeling [17], cross-encoders
usually have superior ranking performance. However, their applica-
tions are limited to small collections (e.g., the top passages retrieved
by dual-encoders) due to their high inference latency. To combine
themerits of bothmethods, late-interaction encoders adopt separate
query/passage encoding and apply lightweight interaction schemes
(i.e., late interactions) between the vectors of query and passage.
They are usually more effective than dual-encoders for passage
retrieval and less computationally expensive than cross-encoders.

Despite their effectiveness, late-interaction models are still sub-
optimal for passage retrieval on large corpus, mainly due to two
problems. First, effective late-interaction models usually relies on
token-level representations of passages to allow subsequent token-
level interactions [25, 52], where the storage cost of such multi-
vector passage representation is enormous. Second, compared to
dual-encoders, which adopts simple dot-product operation between
single-vector representations of queries and passages, late-interaction
models still requires extra computation for each query-passage
pair. Such cost could be magnified by the scale of massive corpus

and eventually cause unacceptable efficiency degeneration [28]. As
such, existing late-interaction methods can hardly be applied to
real-world scenarios that require low inference latency and storage
cost.

To address these limitations and explore a better solution w.r.t.
effectiveness and efficiency for passage retrieval, we propose a novel
yet practical paradigm that Incorporates Implicit Interaction (I3)
in dual-encoders. Unlike existing interaction schemes that requires
explicit query text as input, the implicit interaction is conducted
between a passage and the pseudo-query vectors generated from the
passage. Note that the generated pseudo-query vectors are implicit
(i.e., latent) without explicit textual interpretation. Such implicit
interaction paradigm is appealing, as 1) it is fully decoupled from
actual query, and thus allows high online efficiency with offline
caching of passage vectors, and 2) compared with using an off-the-
shelf generative model [41] to explicitly generate textual pseudo-
query, our pseudo-query is represented by latent vectors that are
jointly optimized with the dual-encoder backbone, which is more
expressive for the downstream retrieval task.

To conduct implicit interaction, we propose a novel model archi-
tecture as shown in Figure 1(d). It advances vanilla dual-encoders
with two auxiliary modules. First, we introduce a lightweight gen-
erative module namely query reconstructor to generate pseudo-
query vectors for a given passage. Next, we apply a query-passage
interactor that takes the concatenation of the passage vectors and
the generated pseudo-query vectors as input, to perform implicit
interaction. The interactor outputs query-aware passage vectors
for each passage, which can be pre-computed and cached before de-
ploying the model for online inference. The final query-passage rel-
evance scores can be computed with simple dot-product operation,
which gives our model the same high efficiency and low storage
cost as dual-encoders. The superior balance between effectiveness
and efficiency makes our model more attractive in real-world appli-
cations. We summarize our main contributions as follows:
• We propose a novel PLM-based retrieval model, namely I3 re-
triever, which incorporates implicit interaction in dual-encoders.

• We introduce twomodules in I3 retriever that are jointly trained
with query and passage encoders in an end-to-end manner, i.e.,
query reconstructor and query-passage interactor. The query
reconstructor is able to generate pseudo-queries for the query-
passage interactor, which subsequently encodes query-aware
information in the final passage vectors.

• We conduct comprehensive evaluation on large scale datasets.
The results show that I3 is able to achieve superior performance
w.r.t both effectiveness and efficiency for passage retrieval. We
also conduct a thorough study to clarify the effects of implicit
interaction.

2 RELATEDWORK
In this section, we briefly review some existing studies with respect
to three topics, i.e., traditional neural IR models, PLM-based IR
models and query generation for IR.

2.1 Conventional Neural IR Models
Modern information retrieval systems usually adopt the two-stage
paradigm, i.e. retrieval-then-reranking. Neural IR models can be
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categorized as either retrievers or rerankers based on their served
stage. Retrievers can pre-compute the vector representation of pas-
sages in corpus and thus perform efficient retrieval via approxi-
mate nearest neighbor algorithms. Therefore, retrievers usually
define sophisticated representation learning module. DSSM [21] is
a representative neural retriever, which uses the fully-connected
network for representation learning. Besides, convolutional net-
works [12, 20, 45, 53] and recurrent networks [44, 56] are also
widely used for representation learning in neural retrievers. On
the other hand, rerankers effectively capture relevance features
through sufficient interactions. The interaction module plays a vi-
tal role in the effectiveness of rerankers. DRMM [17] designs a
matching histogram mapping to model the interaction between
terms of query and passage. Conv-KNRM [7] and Arc-II [20] use
convolutional networks as the interaction module. However, the
computational overhead of rerankers during inference is signifi-
cantly higher than that of retrievers, and thus rerankers only serve
a small set of candidates at the final stage.

2.2 PLM-based IR models
PLM-based retriever. PLM-based retrievers usually compute low
dimensional representations for the query and passage using the
encoder of pre-trained transformer [55], such as BERT [9] and
RoBERTa [31]. DPR [24] is the first to leverage PLM for the task
of semantic retrieval, while extensive methods are subsequently
proposed to improve the effectiveness. In particular, most of the ex-
isting PLM-based retrievers improve the model performance from
the following aspects. (1) By introducing late-interactions after
encoding: ColBERT [25], COIL [16] and ME-BERT [35] are three
representative studies that explicitly model the interactions after
query/passage encodings. The performance is largely boosted by the
interactions compared with DPR (i.e., vanilla dual-encoder), while
the late interaction also brings significant computational overhead.
(2) By designing effective fine-tuning processes: For example,
ANCE [63] proposes to a hard negative sampling technique that
greatly improve the effectiveness. Moreover, RocketQAv1 [46] and
RocketQAv2 [49] boost the performance of dense retrieval models
by leveraging the power of cross-encoder. The relevance features
captured through sufficient interaction by the cross-encoder could
be properly transferred to retrievers in a cascade or joint train-
ing manner. ERNIE-Search [34] narrows the divide between cross-
encoder and dual-encoder models through on-the-fly distillation
in the process of fine-tuning. ColBERTv2 [52] further improves
ColBERT by employing fine-tuning with distillation. (3) By de-
signing pre-training tasks tailored for retrieval: A handful of
studies focused on constructing pseudo-training data for retrieval-
oriented pre-training, such as ICT [2], COSTA [37], DCE [29], etc.
Besides, several studies [27, 32, 33, 58–60, 60, 67] employ weak
generative modules (i.e. decoder) to enhance the query/passage en-
coding through pre-training. Notably, after pre-training, the weak
decoder is discarded and only the enhanced encoder is employed
as the backbone of retriever. In this work, we propose a novel ap-
proach that incorporates implicit interaction modeling into the
dual-encoder architecture by introducing a generative module. To
the best of our knowledge, this is the first attempt to introduce a
generative module as a backbone in a retriever.

PLM-based reranker. PLM-based rerankers usually take the con-
catenated query and passage as input and perform full interaction
between query and passage via self-attention [11, 13, 18]. In partic-
ular, monoBERT [40] is the first work that re-purpose BERT as a
reranker. duoBERT [42] integrates monoBERT in a multistage rank-
ing pipeline and further adopts a pairwise classification framework
for the final re-ranking. UED [64] utilizes a unified encoder-decoder
framework to jointly optimize passage reranking and query gen-
eration tasks, demonstrating that these two tasks could facilitate
each other. KERM [10] leverages external knowledge graph to more
accurately model the interaction between query and passage, and
thus achieves the state-of-the-art results. Inspired by the superior
performance of PLM-based reranker, our method is equipped with
a cross-interaction module that allows effective implicit interaction
during passage encoding.

2.3 Query Generation for IR
The technique of query generation has been widely adopted in a
variety of IR applications. For example, a well-known query gen-
eration method, namely doc2query [43], proposes a sequence-to-
sequence model trained on relevant query-passage pairs to generate
multiple queries for each passage. These generated queries can be
considered as a passage expansion for the downstream retrieval
task. This approach is effective in mitigating the issue of term mis-
match between queries and passages. Moreover, docT5query [41]
employs T5 [48] to generate queries and delivers an improved per-
formance over doc2query. More recently, the application of query
generation has been examined in the context of pre-training dense
retrievers [59], data augmentation [1, 29, 30] and domain adapta-
tion [8, 36, 57, 61]. However, these studies leverage query generation
models as an off-the-shelf tool, which might not be the optimal
for the downstream retrieval task. In our study, we introduce a
lightweight generative module, i.e., the query reconstructor, which
is jointly trained with the retrieval backbone in an end-to-end man-
ner. By doing this, the query reconstructor is learned to generate
pseudo-queries that are more helpful for the final retrieval task.

3 PRELIMINARIES
In this section, we introduce the problem definition of passage
retrieval, and present several PLM-based IR methods.

3.1 Problem Definition
Modern IR systems usually follow a retrieve-then-rerank pipeline.
Given a corpus of passages G = {p𝑖 }𝐺𝑖=1 , the aim of retrieval
is to find a small set of candidate passages (i.e., K = {pq

𝑗
}𝐾
𝑗=1)

and 𝐾 ≪ 𝐺) that is relevant to a specific query q. In particular, a
passage p is a sequence ofwords p = {𝑤𝑝 } |p |𝑝=1, where |p| denotes the

length of p. Similarly, a query is a sequence of words q = {𝑤𝑞} |q |𝑞=1.
After the retrieval stage, reranking is conducted to finalize a better
permutation onK , where more relevant passages are ranked higher.

It worth noting that retrieval and reranking models usually have
different practical concerns. In particular, both efficiency and ef-
fectiveness are vital for retrieval models, as real-world scenarios
usually require fast retrieval on large scale corpus. On the other
hand, reranking models are more concentrated on effectiveness,
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and they should be able to effectively capture the subtle differences
between relevant passages. In this work, our attention is focused
on the PLM-based retriever, and we propose a implicit interaction
paradigm that achieves the state-of-the-art performance in terms
of both effectiveness and efficiency for passage retrieval.

3.2 PLM-based Retriever and Reranker
The performance of neural IR models, including retrievers and
rerankers, have been significantly boosted by pre-trained language
models (PLM), where various ways of leveraging PLM for IR are
proposed. As illustrated in Figure 1, PLM-based IR models can be
categorized into three types, i.e., dual-encoders, late-interaction
encoders and cross-encoders, in terms of the interaction mecha-
nism applied between query and passage. Overall, existing studies
indicate that incorporating more interactions between queries and
passages in a PLM-based IR method can improve relevance model-
ing, but it also comes at the cost of extra computational overhead.
In the following, we further introduce the detailed structures of
these models.
Dual-encoder. Dual-encoders employ two PLM-based encoders to
respectively encode the query and passage in a latent embedding
space. The relevance score 𝑆 (q, p) between query and passage is
formulated as

𝑆 (q, p) = Aggregate
(
E𝑞 (q)[𝐶𝐿𝑆 ] ,E𝑝 (p)[𝐶𝐿𝑆 ]

)
. (1)

Here, Aggregate(·) is usually implemented as a simple metric (e.g.,
dot-product) between query and passage vectors, which is com-
puted by query and passage encoders (i.e., E𝑞 and E𝑝 ), respectively.
The encoders are stacked transformer layers, where we fetch the
representation of [CLS] token in the last layer as final query/passage
vector.

The major merit of dual-encoders lies in its high efficiency. As
the query and passage are decoupled at encoding, the passages in
large corpus G can be pre-computed and cached offline. By doing
this, substantial computational resources could be saved during
the online inference for fast retrieval. However, the limitation is
also apparent. The absence of interaction between the query and
passage during their encoding leads to an inability to effectively
capture complex relevance [22, 25, 65].
Cross-encoder. Cross-encoders are considered the most effective
PLM-based IR method due to their early incorporation of query-
passage interactions. It takes the concatenation of query and pas-
sage as input, and computes the relevance score as

𝑆 (q, p) = FC
(
E𝑞,𝑝 (q ⊕ p)[𝐶𝐿𝑆 ]

)
, (2)

where ⊕ means the concatenation operation and E𝑞,𝑝 is the PLM
encoder. The FC is a fully-connected layer that transforms the [CLS]
representation to a relevance score.

Cross-encoders allow full token-level interactions between query
and passage via self-attention [9], where relevance features could
be adequately captured. This leads to a superior performance in
relevance modeling compared with other PLM-based IR models.
However, compared with dual-encoders, cross-encoders require
extensive online computation, where no intermediate representa-
tions could be pre-computed and cached offline. The low efficiency

of cross-encoders limits its application for retrieval on large scale
corpus, and thus they are mainly designed for reranking stage.
Late-interaction encoder. To balance efficiency and effectiveness,
the late-interaction paradigm introduces interaction between query
and passage after encoding, which can be formulated as

𝑆 (q, p) = Aggregate
(
Interact

(
E𝑞 (q),E𝑝 (p)

) )
. (3)

The Aggregate(·) operation aggregates the relevance features cap-
tured from the Interact(·) into a relevance score 𝑆 (q, p).

ColBERT [25] is a representative of late-interaction method. Its
interaction is implemented as the maximum similarity score be-
tween each pair of token representations of query and passage
in the final layers. Then, these scores are aggregated into a final
relevance score, which can be formulated as

𝑆 (q, p) =
|q |∑︁
𝑞=1

|p |
max
𝑝=1

(
E𝑞 (q)𝑤𝑞

· E𝑝 (p)𝑤𝑝

)
. (4)

To reduce the computational overhead of ColBERT, COIL [16] re-
stricts the interactions to occur solely between pairs of query and
passage tokens that have an exact match. More details about these
methods can be found in their original papers [16, 25].

Similar to dual-encoders, late-interaction encoders also decouple
the encoding of query and passage, and thus allow pre-computation
of all passage vectors in corpus G. However, the late interactions
still create considerable computational overhead for each query-
passage pair. Worse still, they further cost enormous space footprint
for caching multi-vector passage vectors, where dual-encoders only
need to store single-vector passage vectors.
Remarks. Overall, former experience tells us that effective inter-
action usually cost extra computation or storage, where most of
the existing studies are proposed to make amends. However, we
intend to investigate a different research question: Can we model
query-passage interaction without any efficiency degenera-
tion? Noting that the dual-encoders are efficient due to its offline
pre-computation of passage vectors, the key to answer this question
is how to pre-compute and model query-passage interactions of-
fline. However, this is challenging because the actual queries issued
by users are agnostic during the pre-computation, while we can
only access to the passages in the corpus. In the next section, we
propose a novel method, namely I3 retriever, which tackles this
challenge to achieve high effectiveness without hurting efficiency.

4 METHOD
In this section, we present I3 retriever, an effective approach that
incorporates implicit interaction in dual-encoder. We first introduce
the overall architecture, which includes query and passage encoders,
query reconstructor and query-passage interactor. Then, we present
the details of implicit interaction, and the end-to-end optimization
and inference of I3 retriever.

4.1 Overall Architecture
Figure 2 illustrates the overall architecture of the I3 retriever. In
particular, we advance the passage encoder of vanilla dual-encoders
with two auxiliary modules, i.e., query reconstructor and query-
passage interactor. Overall, the workflow of I3 can be formulated
as follows:
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Figure 2: The architecture of I3 retriever.

• Query/Passage encoding. The query and passage encoders
(i.e., vanilla dual-encoders) are the backbone of our proposed
method. They first encode the tokens of query and passage into
latent vectors.

• Query reconstruction. Inspired by generative models [47],
we introduce a lightweight query reconstructor to generate
a pseudo-query for each passage, which can be viewed as a
potential query for a specific passage.

• Query-passage interaction. We apply a query-passage inter-
actor to conduct cross-encoder-alike interaction between each
passage and its pseudo-query. It finalizes a query-aware passage
vector, which learns to encode passage information that are
vital to its potential query.

• Relevance computation. The final relevance score is com-
puted as the dot-product between the query vector produced by
query encoder, and the query-aware passage vector produced
by the query-passage interactor. The simple relevance metric
allows high efficiency for online retrieval.

We refer to such interaction over vanilla dual-encoders as implicit
interaction, since it solely relies on generated pseudo-query vec-
tors, rather than textual query terms. Note that the inference of
implicit interaction is conducted on the passage side, and thus it
could be pre-computed and cached to enable efficient online re-
trieval. Next, we focus on the two auxiliary modules and elaborate
how they are incorporated to conduct implicit interaction.

4.2 Incorporating Implicit Interaction
Query reconstructor. The query reconstructor is a generative
model with stacked transformer layers, which can be viewed as a
decoder module for passage encoder. In particular, it takes a set of
trainable embedding I0 ∈ R𝑞×𝑑𝑚𝑜𝑑𝑒𝑙 as input vectors, and conduct
cross-attention with the output vectors of passage encoding. For
simplicity, we use the special token, [MASK], as the initial param-
eters of I0. Here, 𝑞 is the length of generated queries and 𝑑𝑚𝑜𝑑𝑒𝑙
is the dimension of the embeddings. In each layer 𝑛 = 1, ..., 𝑁 , the
output vectors I𝑛 are computed as

A (I𝑛−1,𝑝 ) = softmax(
(W𝑄

𝑛 I𝑛−1) (W𝐾
𝑛 E𝑝 (p))T√︁

𝑑𝑚𝑜𝑑𝑒𝑙

), (5)

I𝑛 =

|p |∑︁
𝑝=1

A (I𝑛−1,𝑝 )W
𝑉
𝑛 E𝑝 (p), (6)

whereA (I𝑛−1,𝑝 ) is the cross-attention between I𝑛−1 and the passage
vectors E𝑝 (p), and W∗

𝑛 are the parameters of query reconstructor.
The reconstructed pseudo-query vectors for passage p is denoted
as K𝑞 (p) B I𝑁 . Notably, the input embedding I0 is the same for all
passages. By doing this, we can reconstruct pseudo-query vectors
K𝑞 (p) from passage vectors in a query agnostic manner.

It worth mentioning that the query reconstructor differs from ex-
isting generative language models from two perspectives: 1) Unlike
conventional auto-regressive models that generate tokens sequen-
tially, our query reconstructor generates all the 𝑞 vectors in parallel,
and thus is more efficient; 2) Our model generates latent vectors
rather than actual words to represent the pseudo-query, which is
more expressive to represent semantic information for downstream
retrieval task.
Query-passage interactor. The interactor E𝑞,𝑝 (·) has a cross-
encoder-alike structure that stacks multiple transformer layers.
It conducts full cross-interaction between passage vectors E𝑝 (p)
and its reconstructed pseudo-query vectors K𝑞 (p), i.e., implicit
interaction. The interactor refines the passage vectors and outputs
query-aware passage vectors. Intuitively, the interactor leverages
the pseudo-query to encode important knowledge in the query-
aware passage vector that might be relevant to real queries. More
formally, the T𝑝 (p) are computed as

T𝑝 (p) = E𝑞,𝑝
(
K𝑞 (p) ⊕ E𝑝 (p)

)
, (7)

where ⊕ means the concatenation operation. Finally, we can ad-
vance vanilla dual-encoders by rewriting the relevance score 𝑆 (q, p)
in Eq. 1 as

𝑆 (q, p) = E𝑞 (q)[𝐶𝐿𝑆 ] · T𝑝 (p)[𝐶𝐿𝑆 ] . (8)
By introducing query reconstructor and query-passage interactor

in passage encoding, our I3 retriever is effective and efficient, as
1) it effectively incorporates implicit interaction that encodes vital
passage information w.r.t. potential queries, and 2) the implicit
interaction is conducted on the passage side in a query agnostic
manner, which brings high online inference efficiency that is on
par with the vanilla dual-encoder.

4.3 Model Optimization
Retrieval loss. Following previous work [15], our I3 retriever is
optimized by the following contrastive loss

L𝑐 = − log exp (𝑆 (q, p+))
exp (𝑆 (q, p+)) +

∑
p−∈N−

exp (𝑆 (q, p−))
, (9)

where N− is a set of hard negative passages (denoted as p−) for
query q. As illustrated in Figure 3, the fine-tuning process consists
of two stages, where the optimized models are called retriever 1
and retriever 2, respectively. During the training of retriever 1, the
negative samplesN− are BM25 hard negatives. During the training
of retriever 2, hard negatives are also mined using the optimized
retriever 1 to complement the negative pool N− .
Reconstruction loss. In addition to the retrieval loss (i.e., Eq. 9),
we also introduce an auxiliary reconstruction loss to guide the
query reconstructor, which is defined as

L𝑟 = −
∑︁
𝑤𝑖 ∈q

y𝑤𝑖
log

(
W𝑅K𝑞 (p)𝑞

)
, (10)
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Figure 3: Illustration of our fine-tuning pipeline.

Table 1: Statistics of MSMARCO-DEV and TREC DL 19.

MSMARCO-DEV TREC DL 19
#Queries 6980 43
#Rel.Psgs. 7437 4102
Rel.Psgs./Query 1.1 95.4
#Graded.Labels 2 4

where𝑤𝑖 is the 𝑖-th word of a pseudo query q and 𝑦𝑤𝑖
indicates the

word id of𝑤𝑖 in vocabulary. The pseudo query could be generated
by RACE [51] or other keyword extraction methods, such as large
language models.W𝑅 is the parameter of reconstructor, mapping
the dimension of K𝑞 (p)𝑞 from 𝑑𝑚𝑜𝑑𝑒𝑙 to vocabulary size.

The final training loss of I3 retriever is the combination of the
above-mentioned two losses as

L = L𝑐 + 𝜆L𝑟 , (11)

where 𝜆 is a hyper-parameter. All the modules are jointly optimized
with this loss in an end-to-end manner.

4.4 Model Inference
Offline pre-computation. The computation of query-aware pas-
sage vectors T𝑝 (p) is totally decoupled with online inference w.r.t.
a specific query. Therefore, all the passage vectors in the corpus
G could be pre-computed and stored. Note that the pre-computed
passage vectors are interacted with pseudo-query vectors generated
by the query reconstructor, and thus are more expressive than the
passage vectors produced by vanilla dual-encoders. Besides, we
adopt single-vector representation for each passage, which avoids
massive storage cost.
Online inference. The online inference process is identical to
vanilla dual-encoders, and thus our method has the same high
efficiency. When a query is received, I3 applies the query encoder
to compute its vector E𝑞 (q)[𝐶𝐿𝑆 ] . Next, it conducts maximum inner
product search (MIPS) over the offline-cached query-aware passage
vectors {T𝑝 (p𝑖 )[𝐶𝐿𝑆 ] }𝐺𝑖=1 to retrieve a set of relevant passages.
Analysis. For the online inference stage, the time complexity of
I3 retriever is O (𝐸 +𝐺), where 𝐸 and 𝐺 are the cost of query en-
coding and MIPS operation over the corpus G, respectively. For
late-interaction encoder with multi-vector representations, their
time complexity is O (𝐸 +𝑄 × 𝑃 ×𝐺), where 𝑄 and 𝑃 indicate the
number of vectors representing query and passage, respectively.
Moreover, our single-vector representation could be more easily
supported by commonly-used indexing techniques [23, 38] There-
fore, our method has superior efficiency compared with existing
late-interaction encoders.

5 EXPERIMENTAL SETUP
5.1 Datasets
We use MSMARCO-Passage [39] as the large-scale corpus for our
experiments. It consists of around 8.8 million passages. Following
previous work [16, 24, 25, 63], we train our model on MSMARCO-
TRAIN query set including 502,939 queries, and evaluated on two
widely used query sets, i.e., MSMARCO-DEV and TREC DL 19.
MSMARCO-DEV [39] includes 6,980 sparsely-judged queries, each
of which has 1.1 relevant passages on average. TREC DL 19 [5]
contains 43 densely-judged queries, which are annotated with fine-
grained relevance labels, i.e., irrelevant, relevant, highly relevant
and perfectly relevant. Such data can be used to evaluate fine-
grained ranking performance. Tabel 1 summarizes the detailed
information of the two query sets.

5.2 Baselines
We include the following variants of our methods to ensure a fair
comparison with baselines:

• I3 retriever1 is our proposed method that incorporates im-
plicit interaction in dense retrieval.

• I3 retriever2 is an improved version of I3 retriever1, which
further leverages the widely-used negative sampling tech-
nique [63].

• I3 retriever3 is initialized from RetroMAE [32] and fine-
tuned with hard negatives, following the baselines.

• I3 retriever4 is also initialized from RetroMAE [32] and fur-
ther distilled using a cross-encoderwith the Kullback–Leibler
divergence loss function.

I3 retriever1 and I3 retriever2 are compared with dense meth-
ods without special pre-training and distillation. We include two
sparse retrievers, i.e., BM25 [50] and DeepCT [6], as baselines. We
include more dense retrievers, which can be categorized as non-
interaction, late-interaction, and early-interaction methods. 1)Non-
interaction methods: DPR [24] and ANCE [63] are two widely
used baselines that do not consider any form of query-passage in-
teraction; 2) Late-interactionmethods:ME-BERT [35], COIL [16]
and ColBER [25] apply lightweight interaction after query/passage
encoding; 3)Early-interactionmethods:DRPQ [54] andDCE [29]
model the interaction during the encoding stage. Notably, both DCE
and our proposed I3 retriever conduct interaction between pseudo-
query and passage during passage encoding. The key difference
lies in that DCE employs docT5Query [41] to explicitly generate
pseudo-queries, while I3 retriever utilizes a lightweight reconstruc-
tion module to implicitly reconstruct pseudo-query vectors in an
end-to-end manner.

I3 retriever3 and I3 retriever4 are compared with baselines
with special pre-training and distillation, respectively. For dense
retrieval models with task-specific pre-training, we include the
following methods: coCondenser [15] continues to pre-trained on
the target corpus with contrastive loss. Other pre-trained methods,
such as SimLM [58], Cot-MAE [60] and RetroMAE [32], employ a
bottleneck architecture that learns to compress the passage infor-
mation into a vector through pre-training. We also include the state-
of-the-art methods that facilitate dense retrieval with knowledge
distillation: TAS-B [19], RocketQAv2 [49] and ERNIE-Search [34]
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primarily concentrate on distilling knowledge from a cross-encoder
to a single vector retriever. On the other hand, SPLADEv2 [14] and
ColBERTv2 [52] focus on distilling knowledge from a cross-encoder
to a multi-vector retriever. All baselines with special pre-training or
distillation can be categorized as non-interaction retrievers, except
for SPLADEv2 [14] and ColBERTv2 [52].

5.3 Implementation Details
For training I3, we use the Lamb optimizer [66] with a learning rate
of 2e-5. The model is trained with a batch size of 16. The ratio of
positive and hard negatives is set to 1:127 in the contrastive loss
(i.e., Eq. 9). Besides, the hyper-parameter 𝜆 in Eq. 11 is decayed with
epochs exponentially, starting from an initial value of 1.

For the comparison with dense methods without distillation or
special pre-training, all the baselines are initialized with BERTbase
model, except ANCE [63], which utilizes RoBERTabase. In ourmodel,
we set the number of layers of query encoder, passage encoder,
query reconstructor and query-passage interactor as 6, 6, 3 and 3,
respectively. We configure the length of generated query 𝑞 as 32
to cover the majority of queries in the training data. As such, I3
retriever has a comparable model size with the baselines on the
passage side (i.e., 6+3+3 transformer layers), but fewer parameters
on the query side. The query and passage encoders are initialized
with BERTdistill. For the comparison with distillation or special
pre-training, we directly use the RetroMAE [32] to initialize the
backbone of I3, as pre-training is not the main focus of this paper.
To minimize the number of parameters introduced, we configure
the query reconstructor and query-passage interactor to consist of a
single layer. The query reconstructor and query-passage interactor
are random initialized. Prior to fine-tuning, the query reconstructor
and query-passage interactor undergoes optimization for 20K steps
on passage collection G via Eq. 11 with 𝜆 = 1 while keeping the
parameters of backbone frozen. The pseudo query, generated by a
language model Flan-T5-XL [4] in a zero shot setting, along with
its corresponding passage, is regarded as a positive pair.

Our proposed model is implemented with PyTorch and Hugging-
face 1. All the training and evaluation are conducted on 8 NVIDIA
Tesla A100 GPUs (with 40G RAM).

6 EXPERIMENTAL RESULTS
In this section, we present the experimental results and conduct
thorough analysis of I3 to clarify its advantages.

6.1 Overall Comparison
Effectiveness. We first compare the effectiveness of I3 with all
the baselines. The results are shown in Table 2, where the detailed
setting of each method is also included, i.e., whether a method
employs single vector passage representation, negative mining or
a particular interaction scheme. Notably, the baselines are catego-
rized into three groups: methods without special pre-training or
distillation, methods with special pre-training, and methods with
distillation. We report MRR@10 and Recall@100 on MARCO DEV
Passage, and NDCG@10 on TREC DL 19.

First, we can draw several key findings from the first group (i.e.,
methods without pre-training or distillation):
1https://github.com/huggingface/transformers

• I3 retriever1 outperforms DPR by a large margin, while main-
taining the same inference speed. This proves that the im-
plicit interaction is beneficial for encoding relevance infor-
mation in the final passage representation.

• Among the PLM-based baselines, COIL and ColBERT sig-
nificantly surpass other methods. This is because COIL and
ColBERT apply effective late interaction between the multi-
vector representations of actual query and passage. However,
such effectiveness costs extensive computation and storage
(i.e., caching multiple vectors for each passage). Compared
with COIL and ColBERT, our I3 retriever1 method is more
efficient, and can achieve comparable performance w.r.t. Re-
call@1000 on MARCO DEV Passage, and better performance
w.r.t. NDCG@10 on TREC DL 19.

• I3 retriever1 is significantly better than DCE. Note that DCE
also introduces interaction between pseudo-query and pas-
sage during passage encoding, where the pseudo-query is
drawn from an off-the-shelf docT5query model [41]. As such,
we can conclude that the superiority of I3 retriever1 can be
attributed to the joint optimization of pseudo-query recon-
struction and retrieval, which makes the implicit interaction
more aligned with the downstream retrieval task.

• I3 retriever1 shows more significant improvement on TREC
DL 19 than on MARCO-DEV. In particular, I3 retriever1 beats
all the baseline methods on TREC DL 19, including COIL and
ColBERT. This implies that our proposed implicit interaction
can more accurately captures fine-grained relevance ranking
than the baselines.

Next, we draw more findings from the second and third groups
(i.e., methods with pre-training or distillation):

• I3 can further improve those methods that leverage special
pre-training or knowledge distillation, which shows that
implicit interaction is compatible with these commonly-used
techniques to achieve better results.

• By combining implicit interaction, pre-training and distil-
lation, I3 retriever4 is able to achieve the state-of-the-art
performance on both datasets and across all metrics.

Efficiency. Tabel 3 shows the efficiency comparison of I3 and four
representative models. We report the inference (i.e., relevance com-
putation) time per query for 1,000, 100,000 and all (around 8.8 mil-
lion) candidate passages as the key metrics. First, dual-encoders are
without doubt the most efficient, as no query-passage interaction
is involved. All the passage representations can be pre-computed
and cached, which significantly saves the inference time. Second,
late-interaction encoders, such as COIL and ColBERT, usually re-
quire extra computation to perform effective late interaction during
inference. Third, our I3 model is a promising solution that achieves
remarkable performance on both effectiveness and efficiency. Un-
like late-interaction that often undermines the inference efficiency,
the implicit interaction introduced by I3 can be pre-computed, and
the final query-aware passage representation can be cached. This
allows I3 to be as efficient as vanilla dual-encoders.

6.2 Investigation on Implicit Interaction
In this section, we investigate how the implicit interaction affects
the model performance on different passages. Specifically, it worth
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Table 2: Performance comparison on MARCO-DEV and TREC DL 19.

Method Settings MARCO DEV Passage TREC DL 19
Single vector? Mined-negatives Interaction MRR@10 Recall@1000 NDCG@10

BM25 (anserini) - - - .187 .857 .501
DeepCT - - - .243 .905 .551

Comparison with dense methods without pre-training or distillation
DPR ✓ Non-interaction .314 .953 .590
ANCE ✓ ✓ Non-interaction .330 .959 .648
DCE Explicit-early .338 - -
DRPQ ✓ Explicit-early .345 .964 -
ME-BERT ✓ Explicit-late .334 - .687
COIL Explicit-late .355 .963 .704
ColBERT Explicit-late .360 .968 .694
I3 retriever1 ✓ Implicit-early .349 .966 .720
I3 retriever2 ✓ ✓ Implicit-early .366 .976 .727

Comparison with dense methods with special pre-training
coCondenser ✓ ✓ Non-interaction .382 .984 .684
SimLM ✓ ✓ Non-interaction .391 .986 -
Cot-MAE ✓ ✓ Non-interaction .394 .987 -
RetroMAE ✓ ✓ Non-interaction .393 .985 -
I3 retriever3 ✓ ✓ Implicit-early .403 .987 .729

Comparison with dense methods with distillation
TAS-B ✓ ✓ Non-interaction .340 .975 .712
SPLADEv2 ✓ Explicit-late .368 .979 .729
RocketQAv2 ✓ ✓ Non-interaction .388 .981 -
ColBERTv2 ✓ Explicit-late .397 .984 -
ERNIE-Search ✓ ✓ Non-interaction .401 .982 -
SimLM ✓ ✓ Non-interaction .411 .987 .714
Cot-MAE ✓ ✓ Non-interaction .404 .987 -
RetroMAE ✓ ✓ Non-interaction .416 .988 .681
I3 retriever4 ✓ ✓ Implicit-early .418 .988 .731

Table 3: Query latency and storage cost.

Methods # Candidates Space(GiBs)1k 100k 8.8m
Dual-encoder 18ms 22ms 62.2ms 25.6
COIL 41ms 69ms 344ms 110.8
ColBERT 50ms 83ms 430ms 154
Cross-encoder 2.4s 4.0m 5.9h -
I3 retriever 18ms 22ms 62.2ms 25.6

noting that some passages (namely Type 1 passages) have relevant
queries in the training data. On the other hand, there are many
other passages (namely Type 0 passages) that do not have relevant
queries in the training data. In real-world scenarios, Type 1 passages
might be those articles with abundant information that is desired
by many queries, while Type 0 passages might be articles with
specific information that can only be retrieved by a specific query.
To investigate the performance of I3 on the two types of passages,
we divide the queries in MSMARCO DEV into two validation sets,
namely Set 0 and Set 1, where all the relevant passages in Set 0 are

Type 0 passages, and all the relevant passages in Set 1 are Type 1
passages.

Table 4 shows the performance comparison on MSMARCO DEV
and the two divided validatation sets. We compare I3 retriever with
our implementation of vanilla dual-encoder with the same negative
sampling [63]. We also include cross-encoders in the comparison,
where the results are obtained by directly reranking the candidates
retrieved by I3. We can see from the table that 1) I3 can consis-
tently outperform dual-encoders on both Set 0 and Set 1, which
means that the implicit interaction is effective for both types of
passages; 2) I3 can achieve larger gain over dual-encoders on Set 1,
and surprisingly outperform cross-encoders, which indicates that
the implicit interaction is even more effective for Type 1 passages
associated with multiple relevant training queries.

6.3 Case Study on Query Reconstruction
To better understand the implicit interaction incorporated in I3, we
demonstrate two cases in Table 5, and interpret their query recon-
struction. Notably, the reconstructed query terms in Table 5 are
decoded by W𝑅 in Eq. 10 and are only used for the purpose of this
case study. For each of the two passages, its query reconstruction
is trained on one training query, and we presents the rankings of
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Table 4: Performance on different groups of passages. The relative improvements are reported over dual-encoder.

Overall Set 0 Set 1
Model MRR@10 Imp.% MRR@10 Imp.% MRR@10 Imp.%
BM25 .187 -45.3 .192 -44.8 .072 -64.2
Dual-encoder .342 - .348 - .201 -
Cross-encoder .399 16.7 .407 17.0 .224 11.4
I3 retriever2 .366 7.0 .372 6.9 .245 21.9

Table 5: The cases of passage with multiple relevant queries. The blue texts represent those terms that are consistent with the topic of the
training query, and the red texts represent those terms that are inconsistent with the topic of the training query.

Passage
Preheat the oven to 450 degrees F. Season salmon with salt and pepper. Place salmon, skin side down, on
a non-stick baking sheet or in a non-stick pan with an oven-proof handle. Bake until salmon is cooked t-
hrough, about 12 to 15 minutes.

Relevant queries

Training query best temperature to cook salmon

Testing queries
best oven temperature for baked salmon Dual-encoder ranks the passage at #1

I3 ranks the passage at #1

how long to cook salmon cakes in oven Dual-encoder ranks the passage at #7
I3 ranks the passage at #1

Reconstructed query terms how; long; what; salmon; minute; temperature; oven; bake; cook

Passage

Tetanus, Diphtheria, Pertussis Vaccine for Adults tdap is a combination vaccine that protects against three
potentially life-threatening bacterial diseases: tetanus, diphtheria, and pertussis (whooping cough). Td is a
booster vaccine for tetanus and diphtheria. It does not protect against pertussis. Tetanus enters the body t-
hrough a wound or cut.

Relevant queries

Training query what is a tdap immunization

Testing queries
what is the tdap vaccine Dual-encoder ranks the passage at #1

I3 ranks the passage at #1

what is the tdap booster Dual-encoder ranks the passage at #3
I3 ranks the passage at #1

Reconstructed query terms what; vaccine; immunity; bacterial; immune; booster; diseases

I3 and dual-encoder for two testing queries. Note that one of the
testing query is similar to the training query, and the other one is
dissimilar to the training query.

First, we find out that the reconstructed query terms can address
several key concepts and terms that a query might ask for in a long
passage. This indicates that our implicit interaction can help identi-
fying important concepts during passage encoding and eventually
boosting the final performance. This finding also justifies the results
presented in Table 4, where the relative improvement of I3 over
dual-encoder is larger on Type 1 passages. Second, it worth noting
that the reconstructed query terms are not just the memorization
of training query. In fact, they are also generalized to the key terms
that are not covered by the training query. For example, the first
passage contains information about the temperature and the time
of cooking salmon. We note that both two aspects are able to be
covered by the reconstructed query terms, while the model is only
trained on the training query that asks for temperature. As such,
both dual-encoder and I3 can perform well on the testing query
that is similar to the training query (i.e., ranking the passage at #1),
while I3 performs much better on the testing query that is dissim-
ilar to the training query. This concludes that the generalization
ability of extracting key concepts of passages might be the key of
the success of I3.

7 CONCLUSION
In this paper, we propose a new interaction paradigm for dense
retrieval, namely I3 retriever, which incorporates implicit inter-
action into dual-encoders. Particularly, I3 advances conventional
dual-encoders with 1) a lightweight query reconstructor and 2) a
query-passage interactor, which generate pseudo-query for expres-
sive interaction. By doing this, our I3 model is equipped with the
capability of modeling implicit interaction, leading to an effective
and efficient encoding of semantic relevance features in the final
passage representations. The evaluation shows that the retrieval
performance could be significantly improved without introducing
extra computational overhead and space footprint. Besides, we also
show that the proposed implicit interaction is compatible with
special pretraining and distillation to achieve a better performance.
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